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Upon laser irradiation, 2D materials experience a cascad-
ing energy transfer from electrons to optical phonons (OPs)
and then to acoustic phonons (APs), resulting in a significant
thermal non-equilibrium among energy carriers. This non-
equilibrium presents challenges for Raman-based thermal
characterization, as Raman scattering measures only OP
temperature rise, while APs are the primary energy carriers.
Despite recent efforts to address this issue, OP–AP thermal
non-equilibrium in supported 2D materials remains poorly
resolved. Here, we develop a method to distinguish the OP
and AP temperature rises based on their different temporal
thermal responses under laser irradiation: the OP–AP tem-
perature difference responds almost immediately (∼a few
to tens of ps), while the AP temperature rise takes longer to
establish (∼tens of ns). Using energy transport-state resolved
Raman, we probe the transient thermal response of Si-
supported nm-thick MoS2 from 20 to 100 ns. We find that
the OP–AP temperature difference exceeds 120% of the AP
temperature rise under ∼0.439 µm radius laser heating. The
intrinsic interfacial thermal conductance of the samples,
based on the true AP temperature rise, varies from 0.199 to
1.46 MW·m−2·K−1, showing an increasing trend with sample
thickness. © 2024 Optica Publishing Group. All rights, including
for text and data mining (TDM), Artificial Intelligence (AI) training,
and similar technologies, are reserved.
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Due to their unique optical, thermal, mechanical, and electri-
cal properties [1–4], two-dimensional (2D) materials, such as
transition-metal dichalcogenides (TMDs) and graphene, have
garnered significant interest in various fields [5,6]. Understand-
ing the thermal transport characteristics of these materials is
crucial for designing advanced devices. Raman spectroscopy is
a widely used technique for measuring these properties; how-
ever, it typically assumes thermal equilibrium between optical
phonons (OPs) and acoustic phonons (APs) despite significant
non-equilibrium caused by laser irradiation and the cascading
energy transfer from electrons to OPs and then to APs. Ignoring
this temperature difference can lead to considerable deviations
in the measured thermal properties, as APs are the primary
energy carriers, while Raman scattering primarily measures OP

temperature. Our research group has extensively addressed this
issue for both supported and suspended 2D materials [7–10].
Nonetheless, distinguishing between OP and AP temperature
rises remains a significant challenge, especially for supported
2D materials where in-plane heat conduction, hot carrier dif-
fusion, and interface thermal resistance (ITR) complicate the
situation.

Here, a method is developed based on the nanosecond time-
resolved energy transport-state resolved Raman (nanosecond
time-resolved ET-Raman) to distinguish the OP–AP thermal
nonequilibrium of supported 2D materials. This technique is
based on the different temporal responses of OP and AP tem-
peratures upon laser heating: the OP–AP temperature difference
(∆TOA) exhibits nearly instantaneous temporal response (∼a few
to tens of ps), whereas the AP temperature rise (∆TAP) is gov-
erned by heat conduction, taking tens of nanoseconds or longer
to establish. The intrinsic ITR between nm-thick MoS2 and Si
substrate is also determined based on the true AP temperature
response.

In supported 2D materials, the AP–OP energy cascading
occurs due to photon irradiation, as further explained in Sup-
plement 1. Therefore, assessing the temperature rise in these
materials during photoexcitation requires specialized consid-
erations. This study employs the nanosecond time-resolved
ET-Raman technique with a 532 nm CW laser, as shown in
Figs. 1(a) and 1(b). It is important to highlight that the Raman
light provides insight into the temperature of OPs [7]. To mea-
sure the OP temperature rise using the nanosecond time-resolved
ET-Raman technique, two distinct energy transport states, con-
tinuous wave (CW) laser and amplitude-modulated CW laser,
are used. The amplitude-modulated CW laser is the CW laser
modulated to a square-waveform under different frequencies.
This frequency is adjusted such that the duration of the laser-
off time (toff) remains fixed at 500 ns, while the duration of the
laser-on time (ton) varies from 20, 40, 60, 80 to 100 ns. The
toff duration allows the sample to cool completely before the
next laser pulse. As a result of laser irradiation, the sample’s
AP temperature rises. Since the laser energy is transferred from
OPs to APs, there is also an OP temperature rise over that
of APs. Raman scattering measures this OP temperature rise,
which is higher than that of APs. Consequently, the effect of
AP temperature rise in the measured thermal response increases
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Fig. 1. The physical principle of nanoscale time-resolved ET-
Raman. (a) nm-thick MoS2 sample on the Si substrate being
irradiated by CW or amplitude-modulated laser. (b) Amplitude-
modulated CW laser heating with different laser-on time ( ton= 20,
40, 60, 80, 100 ns) and fixed laser-off time (toff = 500 ns). (c) Raman
spectrum corresponding to the A1g mode of MoS2 used in this
study. (d) Schematic of the temperature rise of OP, AP, and the
OP–AP temperature difference versus time (not to scale). ∆TOA
rapidly reaches the steady state (∼few to tens of ps) while ∆TAP
takes a longer time (∼tens of ns).

with the increased ton (the CW case has the highest temperature
rise). As ton approaches zero (using extrapolation), the observed
thermal response predominantly reflects the effect of OP–AP
temperature difference, which establishes in a very short time.
Figure 1(d) shows the schematic of the temperature rise of OPs,
APs, and the OP–AP temperature difference over time. They
follow this relation ∆TOP = ∆TAP + ∆TOA. ∆TOA increases and
reaches to steady state within picoseconds, which is much faster
than ∆TAP. This implies that even as the time approaches zero
ns, the ∆TOA persists.

The OP temperature rise within a small range of laser power
(e.g., 4.35 to 43.5 mW for the 20× lens) is linearly propor-
tional to the laser intensity (I). This relationship is demonstrated
by the Raman shift power coefficient (RSC), denoted by ψ
(ψ = ∂ω/∂P). In this work, three different objective lenses (20×,
50×, and 100×) are employed to differentiate the laser-heated
area. Due to the higher energy density under a more focused
laser beam, we expect |ψCW, 20× |< |ψCW, 50× |< |ψCW, 100× |. Physics
regarding the use of different laser heating sizes is provided later.
A deeper understanding of the nanosecond time-resolved ET-
Raman technique can be found in previously published works
[11,12]. Due to the relatively weak intensity and higher uncer-
tainty of the in-plane E2g mode of MoS2 (at 381 cm−1) than the
out-of-plane A1g mode (at 406 cm−1), the A1g mode is used for
data analysis, as shown in Fig. 1(c). Note that the ψ values are
determined using the cross correlation method [13] as explained
in Supplement 1. This study uses two MoS2 samples with thick-
nesses of 25 and 10 nm, as revealed by atomic force microscopy
and detailed in Supplement 1.

Figure 2 shows the 2D contours of the measured Raman spec-
tra under different laser powers, illustrating the linearity of the
Raman redshift with laser power. The shown conditions include
CW laser and amplitude-modulated CW laser with ton of 100,

Fig. 2. Measuredψ of the A1g mode of MoS2 under 20× objective
lens for location 1 of sample 1 under (a) CW laser, amplitude-
modulated CW laser state with (b) ton = 100 ns, (c) ton = 60 ns, and
(d) ton = 20 ns.

60, and 20 ns, as examples. These measurements are conducted
under a 20× objective lens at location 1 of sample 1. It can
be seen that |ψ | decreases as ton decreases. During the laser-on
time, the sample’s temperature rises due to laser heating, and
Raman scattering is excited and collected. During the laser-off
time, the sample cools as heat dissipates to the Si substrate,
and Raman scattering is not excited or collected. Therefore, |ψ |
demonstrates a decreasing tendency with decreased ton.

Figures 3(a), 3(c), and 3(e) shows the ψns ∼ ton curves for all
cases using three objective lenses, aiming to identify a relation-
ship between these parameters. Note that the measured ψns has
contributions of ∆TOA (ψOA) and ∆TAP (ψAP) as ψns = ψAP + ψOA.
It is found the ψns ∼ ton relation can be fitted very well with a
second-order polynomial function, and ψOA can be readily deter-
mined. More discussions about the determinedψOA will be given
later. Beyond this, we also introduce, to our knowledge, a novel
fitting model to fit the data, facilitating subsequent determina-
tion of ψOA. Furthermore, it can be seen that for each sample,
|ψns | decreases as ton decreases.

The ψ value obtained from the nanosecond time-resolved
ET-Raman reflects the temperature rise of OPs. However, the
main energy carriers are APs. Thus, we subtract ∆TOA from
the measured OP temperature rise and normalize ψns as ψAP, N =

(ψns − ψOA)/(ψCW − ψOA). Employing the lumped method, the
energy transport equation of the sample is expressed as follows:

Q′′ − G · ∆T = ρcp∆z
∂∆T
∂t

, (1)

where Q′′ is the constant surface laser heating per unit area,
G is the interfacial thermal conductance (ITC) per unit area,
ρ is the density, cp is the specific heat, and ∆z is the sam-
ple thickness. Note that the temperature rise of the Si substrate
is negligible due to its very high thermal conductivity. Fur-
thermore, due to the very small size of the sample and its
high thermal conductivity, the Biot number, representing the
ratio of internal resistance (conduction) to external resistance
(convection plus conduction), is extremely small in our case.
Consequently, the lumped method is applicable here. Here, G
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Fig. 3. The second-order polynomial fitted ψ data for three objec-
tive lenses using the amplitude-modulated CW laser for (a) location
1 of sample 1, (c) location 2 of sample 1, and (e) sample 2. Mag-
nified data obtained with the 20× objective lens along with the
second-order polynomial and IET fitting model for (b) location 1 of
sample 1, (d) location 2 of sample 1, and (f) sample 2. Error bars
show the upper bound of uncertainty in our measurements.

incorporates the effects of in-plane heat conduction and hot car-
rier diffusion, whose effect will be negligible when the laser spot
size (r0) is large (e.g., 20×). The temperature rise of the sample
is solved as ∆T = ∆T0[1 − exp(−t/τ)], where ∆T0 = Q′′/G and
τ = ρcp∆z/G. The normalized average of the sample’s tempera-
ture response over the heating period can be readily derived as
∆T∗ = ∆T/∆T0 =1 − τ/t[1 − exp(−t/τ)]. Then, comparing the
theoretical normalized temperature rise of the sample with the
experimental normalized AP temperature rise, the experimental
ψns can be expressed as ψns = [1 − τ/t(1 − exp(−t/τ))] · ψAP +

ψOA, which serves as a new fitting model termed “interfacial
energy transfer” (IET) model for fitting the experimental ψns.
Both fittings, utilizing the second-order polynomial and IET
models, are shown in Figs. 3(b), 3(d), and 3(f) for all three
cases under the 20× objective lens. As observed, the IET model
aligns closely with the data and exhibits good agreement with
the polynomial fitting. By considering ton limit of zero, ψOA can
be determined in both models. It is important to note that the
IET model is not applicable to 50× and 100× cases due to the
non-negligible effects of the in-plane heat conduction and hot
carrier diffusion associated with their smaller laser spot sizes.
More information can be found in Supplement 1.

By fitting the experimental data (ψns) with the IET model,
three parameters, including ψAP, ψOA, and τ, and subsequently
the intrinsic ITC (G) between MoS2 and Si substrate are deter-
mined. The results are summarized in Table 1. Note that the ψOA

values obtained from the IET model closely resemble the values

Table 1. Direct Measurement of ψAP and ψOA and Intrin-
sic Interfacial Thermal Conductance for the A1g Mode of
MoS2 Using the 20× Objective

Sample # Thickness
[nm]

ψAP [cm−1·
mW−1]

ψOA [cm−1·
mW−1]

G [MW·m−2·
K−1]

Sample 1,
Location 1

25 −0.0117 −0.00127 1.46

Sample 1,
Location 2

25 −0.0117 −0.00207 1.10

Sample 2 10 −0.0144 −0.00120 0.199

obtained from the second-order polynomial fitting, which are
−0.00174, −0.00222, and −0.00124 cm−1·mW−1 for locations 1
and 2 of sample 1, and sample 2, respectively.

One noticeable observation is that ITC (G, inverse of ITR) is
smaller for the thinner sample. During mechanical exfoliation,
wrinkles and defects are likely to form, especially in thinner
samples. As shown in Figs. S1(c) and S1(d), the thinner sample
(#2) exhibits more surface roughness, while the thicker sam-
ple (#1) appears smoother. These wrinkles and defects decrease
the ITC. Yuan et al. [14] also confirmed that 2D materials,
particularly thinner samples, are prone to folding and wrinkle
formation during mechanical exfoliation, reducing ITC. They
reported an increase in G with an increased layer number of
the supported MoS2 on the Si substrate at room temperature,
with G values of 0.974 MW·m−2·K−1 for a 4.2 nm MoS2 and
68.6 MW·m−2·K−1 for a 45 nm MoS2 sample. Taube et al. [15]
measured the G of the monolayer MoS2 supported on the SiO2/Si
substrate to be 1.94 MW·m−2·K−1 at 300 K employing Raman
spectroscopy. Yue et al. [16] reported the G of 5-layered MoS2

on the SiO2/Si substrate to be 1.73 MW·m−2·K−1 using Raman
spectroscopy. Discrepancies between literature findings and our
results are partially due to variations in surface structure and
experimental uncertainty. Furthermore, the previously reported
G using Raman spectroscopy did not rule out the thermal non-
equilibrium between OPs and APs. Also, the large errors in laser
absorption calculation will cause considerable uncertainties in
those works. Moreover, the G values reported in literatures cor-
respond to 2D samples of varying thicknesses, which limit their
direct comparability to our results. Note that the G calculation
in our study includes a 15% uncertainty, which is primarily due
to uncertainties in the Raman signal and can be reduced with
better-controlled experimental conditions.

For the three measured cases, the ψOA and its ratio to the ψAP

are presented in Fig. 4. As shown in Fig. 4(a), there is a decreas-
ing trend for |ψOA | versus increased laser spot size. This trend

Fig. 4. (a) Plots showing the ψOA and (b) contribution of ψOA
to the ψAP against laser spot size, obtained from the second-order
polynomial fitting. Error bars show the upper bound of uncertainty
analysis for measurements.
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highlights the stronger thermal non-equilibrium between phonon
branches under smaller heating areas (using 100× objective).
Note that these data are obtained from the second-order polyno-
mial fitting since the IET model is not applicable for 50× and
100× objective cases. For the laser spot size measurement, we
use the Gaussian beam’s radial distribution as I = I0exp(−r2/r2

0).
More details are available in Supplement 1.

The increasing trend of ψOA versus decreased laser spot size is
consistent with the findings of Zobeiri et al. [9] for the supported
MoS2 on the quartz substrate. This suggests that the OP–AP non-
equilibrium effect becomes more significant with reduced laser
heating size due to the higher absorbed energy intensity per unit
volume as the laser spot size decreases. When the total laser
energy is constant, we have ∆TOA ∝ I ∝ r−2

0 . Figure 4(b) shows
the variation of ψOA/ψAP against the laser spot size, displaying
a decreasing trend. This is because ∆TAP depends on both the
laser spot size and sample’s thermal conductivity, resulting in its
dependency on r0 as ∆TAP ∝ r−n

0 with n< 2. Therefore, ψOA/ψAP

increases with the decreased laser spot size. This physical phe-
nomenon has been thoroughly demonstrated in previous works
conducted in our lab [8,17].

This work developed a ns time-resolved idea to directly char-
acterize the thermal non-equilibrium between OPs and APs
in the supported 2D materials. For the characterized ψns ∼ ton

trend, a physical mode (IET for large laser spot size) and a
mathematical model for general situations were developed to
determine the contribution of ∆TOA to ψ. It was found that the
OP–AP thermal non-equilibrium effect becomes more impor-
tant for decreased laser spot size. ψOA/ψAP reached >120% for a
25 nm-thick MoS2 sample under 0.439µm radius laser heating.
It highlights the importance of thermal non-equilibrium effects
in smaller heating areas, as ignoring them could cause signif-
icant errors in determining thermal properties. The interfacial
thermal conductance between the nm-thick MoS2 and the Si sub-
strate, based on true AP temperature rise, was found to increase
(0.199–1.46 MW·m−2·K−1) with sample thickness.
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