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a b s t r a c t 

In this work, using Transient Electro-Thermal (TET) and Transient Photo-Electro-Thermal (TPET) methods, 

a rigorous approach is developed for data processing and thermal characterization of micro/nanoscale 

wires. Applying a step DC current (TET) or step continuous wave laser beam (TPET), a voltage rise (or 

drop) occurs through the sample, which represents the temperature evolution in the sample. After taking 

the natural log of this transient voltage change, the data series greatly resembles a line with respect 

to time with a coefficient of −π2 α/L 2 ( α: thermal diffusivity, L : sample length). So, instead of typical 

nonlinear raw data fitting, the linear fitting can be effectively exploited, which makes it possible to obtain 

the fitting uncertainty (or the uncertainty of thermal diffusivity). However, it is shown that there is a 

nonlinearity part at the beginning of the logarithmic voltage (temperature) that should be excluded from 

linear fitting. Furthermore, the effect of laser beam location on the sample in the TPET measurement is 

investigated. It is unraveled that except the locations close to the sample ends, the irradiated location on 

the sample makes negligible difference in the result for thermal diffusivity measurement. The thermal 

diffusivity of our microscale graphene fiber is measured to be 7 . 46 × 10 −7 m 

2 s −1 and 6 . 93 × 10 −7 m 

2 s −1 

(averaged over different locations) with the TET and TPET techniques respectively. The uncertainty of 

fitting is determined to be in the order of ∼ 10 −9 m 

2 s −1 , confirming excellent linearity and measurement 

accuracy. 

© 2022 Elsevier Ltd. All rights reserved. 
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. Introduction 

Thermophysical properties of micro/nanoscale materials are 

ritical to the thermal design and manufacturing of the related de- 

ices and energy conversion [1–4] . Up to now, several techniques 

ave been developed to measure the thermophysical properties 

f micro/nanoscale wires. The 3 ω technique [5–8] , optical heat- 

ng and electrical thermal sensing (OHETS) technique [ 9 , 10 ], the 

icro-bridge method [11–14] , pulse laser-assisted thermal relax- 

tion (PLTR) technique [15–17] , transient electrothermal (TET) and 

ransient photon-electro-thermal (TPET) techniques [18–24] are the 

ost popular ones that have been used by researchers. However, 

here are some limitations regarding their utilization. For instance, 

he 3 ω method necessitates the sample to have a linear I–V behav- 

or and cannot be used for many semi-conductive one-dimensional 
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icro/nanoscale samples [18] . The OHETS method suffers from 

oth a long-running time (same as the 3 ω method) as well as low 

ignals [18] . The TET and TPET techniques, on the other hand, can 

e used to measure a wide variety of metallic, nonconductive, and 

emi-conductive micro/nanostructures with a significantly greater 

ignal level in a much shorter time (typically in less than a sec- 

nd) [18] . The micro-bridge method is facing some challenges such 

s accurate evaluation of the thermal contact resistance and dif- 

cult device fabrication and sample transfer [25] . On the other 

and, the TET, TPET, and PLTR methods are easy to operate and 

roduce highly accurate results for thermophysical properties. The 

LTR technique has the capability of measuring short wires with 

elatively high thermal conductivity/diffusivity [15] . Wang et al. 

26] evaluated the thermal diffusivity of a ∼ 5 mm platinum wire 

ia TPET, and it was calculated to be 2 . 45 × 10 −5 m 

2 s −1 , being fairly

onsistent with the reference value of 2 . 51 × 10 −5 m 

2 s −1 . In a re-

ent study, Xu et al. [24] measured the thermal diffusivity of CNT 

undle to be 5 . 25 × 10 −5 m 

2 s −1 with the TET technique, which was

n good agreement with previous reports [26–28] . 

https://doi.org/10.1016/j.ijheatmasstransfer.2022.123393
http://www.ScienceDirect.com
http://www.elsevier.com/locate/hmt
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijheatmasstransfer.2022.123393&domain=pdf
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Table 1 

Literature review on the thermal characterization of GF. 

Sample 

Thermal Conductivity k 

(W m 

−1 k −1 ) 

Thermal diffusivity α

(m 

2 s −1 ) Ref. 

Graphene fiber 1.14-1.18 ∼2 × 10 −6 [39] 

Graphene fiber 149.7 - [40] 

Highly Crystalline GF 1480 - [41] 

rGO fiber 1435 - [42] 

Graphene fiber 1290 - [29] 

Macroscopic GF 1575 ±81 - [31] 
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Due to superb properties such as high electrical (up to 2 . 24 ×
0 7 Sm 

−1 ) and thermal conductivities, considerable flexibility 

long with excellent mechanical strength, graphene fibers (GFs) 

ave been recognized as a type of appealing micro/nanofibers for 

esearchers to work on [29–31] . They can have a wide range of ap-

lications from medical, wearable supercapacitors, and energy stor- 

ge devices to human activity monitors [32–34] . Having a great 

apacity to be used in several emerging science fields [34] , ther- 

al characterization of GFs is of paramount importance. As shown 

n Table 1 , to our best knowledge, only few studies have been 

ublished reporting the thermal properties of GFs, such as ther- 

al conductivity and thermal diffusivity. Therefore, in addition to 

ur paper’s main goal, which is a new data processing method in 

he thermal characterization of micro/nanoscale wires, we tried to 

urther investigate graphene fibers’ thermal behavior as it has not 

een studied well. Therefore, the thermal diffusivity of GFs will be 

resented by the new approach of data processing in this paper. 

In the TET and TPET techniques, the thermal diffusivity is ob- 

ained by nonlinear fitting of the experimental data. However, de- 

ermination of the fitting uncertainty is still not available, partly 

ue to the very complicated relationship between temperature rise 

or fall) and time. In this study, a rigorous analysis is conducted 

or data fitting in order to obtain the thermal diffusivity and the 

orresponding uncertainty of microscale GF, which can be used for 

ny other samples. In fact, this analysis takes advantage of linear 

egression to assess the uncertainty of the fitting. Next, it will be 

hown that utilizing the TPET method during which a laser is used 

o excite the sample, the location of the laser spot on the sample 

oes not affect the thermal characterization of the sample using 

ur new data processing method, particularly the value we obtain 

or the thermal diffusivity of the sample. 

. Strong linearity in the TET technique 

.1. Linearity relation: effect of starting point 

Our lab introduced the TET technique in 2007 [18] . It has been 

emonstrated to be extremely effective in tracing the transient 

emperature change of fiber- or film-like materials and measur- 

ng their thermal diffusivity with great uncertainty (better than 

% ) [ 19 , 20 , 23 ]. The inset in Fig. 1 shows a schematic illustration

f the TET technique. In this method, a step DC current is used 

o induce an abrupt voltage rise by Joule heating. The thermal dif- 

usivity is then calculated using the transient temperature change 

ver the sample. The heat conduction in the sample can be as- 

umed to be one-dimensional due to its high length-diameter ra- 

io. Ultimately, the thermal diffusivity is calculated using the one- 

imensional heat transfer model and the transient temperature re- 

ponse over the bundle [18] , 

 

∗ = 

96 

π4 

∞ ∑ 

m =1 

1 − exp 

[
−(2 m − 1) 

2 π2 αt/L 2 
]

(2 m − 1) 
4 

(1) 

here T ∗ is a dimensionless temperature rise that is normalized by 

he steady-state temperature increase under the same Joule heat- 
2

ng. αand L are the thermal diffusivity and length of the sam- 

le respectively. This temperature rise has been averaged on the 

hole length of the sample. When the time is normalized to the 

ourier number as F o = αt/L 2 , for any material with any length, 

q. (1) shows that the normalized temperature rise follows the 

ame form with regard to Fo [18] . Fig. 1 a depicts the calculated 

 

∗ versus Fo based on the Eq. (1) . For our theoretical study part, 

he length of the sample is 2 mm, and the thermal diffusivity is 

 × 10 −7 m 

2 s −1 . Based on this figure, it is shown that after Fo = 0.3,

 

∗ reaches the value of 0.95. To the right axis of Fig. 1 a, ln ( 1 − T ∗)
as been presented versus Fo . What one can clearly realize from 

his figure is that there is solid linearity in ln ( 1 − T ∗) values vs. 

o for the theoretical study of the TET. This is crucial to the next 

teps we are going to take in this research. From the theoreti- 

al calculations of the problem, we can deduce that the physi- 

al model for the non-dimensional temperature would be in the 

orm of T ∗ = 1 − B exp (−Aαt/L 2 ) . So, we can readily conclude that

n (1 − T ∗) = ln (B ) − Aαt/L 2 . Normalizing time to the Fourier num- 

er as F o = αt/L 2 we will have the equation in the form of: 

n (1 − T ∗) = ln (B ) − A · F o, (2) 

here " −A " will be the slope of the straight line. In this paper, we

ill use this equation to fit the data. 

Although the ln (1 − T ∗) well resembles a line, we will show 

hat at the beginning, it takes a bit of time to become a com- 

letely straight line. The value of constant A (or slope) is calculated 

o check how much it takes from the beginning of the data series 

hat deviation from the straight line diminishes. In other words, to 

he left axis of Fig. 1 b we examine the variation of A with respect

o Fo from which the fitting has been accomplished. It is clear that 

he value of A (or slope) varies with the starting point for the fit- 

ing until a certain point after which it reaches a constant value 

f π2 . Based on the left axis of Fig. 1 b, without any data exclu-

ion from the beginning (considering all data for the fitting), the 

 value is 9.885. Moreover, the fitting mean square error (MS Error ) 

ith respect to Fo from which the fitting has been calculated is 

hown in Fig. 1 b. MS Error is defined as 
∑ n 

i =1 (Y f it − Y act ) 
2 
/n , where 

 is the number of data points, Y fit are the result of fitting for every

oint, and Y act are the values of ln (1 − T ∗) taken from the calcula- 

ion of Eq. (1) . Based on this graph, after Fo = 0.009 (or T ∗ = 0 . 1 ),

he MS Error value approaches its minimum value to a great extent. 

o, for the fitting with the exclusion of the data before T ∗ = 0 . 1 ,

e will get a value of 9.877 for the coefficient A . Comparing A =
 . 877 with π2 results in less than 0 . 07% difference. Therefore, for 

he TET fittings in this paper, the data before T ∗ = 0 . 1 will not be

ncluded, and we will take A as π2 . 

.2. Experimental investigation and uncertainty 

There are multiple strategies by which GFs can be prepared 

rom graphene oxide. Using the chemical vapor deposition method 

CVD) and Cu wires as the growing layer, Chen et al. [35] as- 

embled quite long GFs (tens of centimeters). Other methods such 

s twisting-drawing [36] and low-temperature chemical reduction- 

nduced self-assembly [37] have also been used to prepare GFs. In 
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Fig. 1. (a) Left axis: non-dimensional temperature evolution due to the step dc current through the sample with Fo for the theoretical study of the TET technique. Right axis: 

ln ln (1 − T ∗) vs. Fo for the theoretical study of the TET technique. (b) To the left axis: variation of coefficient A (slope of the fitted line) for the theoretical study of the TET 

vs. Fo from which the linear fitting has been performed. To the right axis: the corresponding fitting MS Error vs. Fo for the theoretical study of TET. The inset is the schematic 

of the TET. 

Fig. 2. (a) GF TET signal (experimental data) with time. The inset is the suspended GF of 1959 μm long. (b) Natural of GF TET voltage drop subtracted by the steady-state 

voltage (experimental data) with time. The three fittings are I) without initial cut, II) after T ∗ = 0 . 05 , and III) after T ∗ = 0 . 1 . The corresponding thermal diffusivities and 

uncertainties are also shown in the figure. 
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his work, we used a hydrothermal method to produce graphene 

bers [38] . First, an appropriate amount of graphene oxide (GO) 

ith the concentration of 30 mg/ml and DI water were mixed 

o have the aqueous suspension of GO. Then, the suspension was 

laced into an ultrasonic bath for one hour to achieve a ho- 

ogenous suspension. Next, the suspension was injected into glass 

ipes with an inner diameter of 0.4 mm and a length of 10 cm. 

fter sealing both ends of the pipes, the pipes were baked for two 

ours at 230 °C. Ultimately, after extraction from the pipes, GFs of 

0 ∼ 30 μm diameter were produced with good quality. 

The inset in Fig. 2 a depicts the suspended GF sample of 1959 

m length and 28.2 μm diameter. Also, as shown in the inset of 

ig. 1 b, the prepared GF has been placed on two electrodes at- 

ached to make it ready for the TET and TPET tests. Two electric 

ires are also used to connect to the ends of the sample to moni-

or the voltage variation during the experiment. Silver paste is then 

pplied to the joints to make a good electrical and thermal con- 

ections between GF, electrodes and wires. To make the convec- 

ion effect negligible, the experimental setup is placed in a vac- 

um chamber capable of reaching the vacuum level of less than 2 

Torr. The resistance of the sample was measured to be 3.71 k Ω , 

nd a step DC current of 50 μA was fed to the sample. The value of
3 
he step current is chosen such that the transient phase of voltage 

hange (temperature rise) is sensible, and the temperature rise is 

oderate to avoid sample structural damage. 

In the theoretical study, we realized that there is a strong lin- 

ar relation between ln (1 − T ∗) vs. Fo (or time). So, we can take 

dvantage of this finding by establishing a link between normal- 

zed temperature and voltage as: 

 

∗ = 

(V 0 − V ) 

(V 0 − V 1 ) 
, (3) 

here V 0 is the voltage at the beginning of the step current, and V 1 
s the steady-state voltage. However, due to the minor fluctuations 

hat exist even after the voltage has become steady, the voltages 

ere averaged out for the steady state interval to determine the 

o-be-used V 1 value for the data analysis of the TET. 

Taking the natural logarithm of Eq. (3) , we can obtain: 

n (V − V 1 ) = ln (1 − T ∗) + C, (4) 

here C is a constant. As it was shown earlier, ln (1 − T ∗) = ln (B ) −
αt/L 2 , so we have: 

n (V − V 1 ) = −Aαt/L 2 + D. (5) 
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Hence having the voltage data from the experiment and the 

pecified V 1 , the fitting can be excellently performed. By the way, 

n Eq. (5) , " −Aα/L 2 " and D would be the slope and the intercept

f the fitted line, respectively. This method will eliminate any raw 

ata normalization while still retains the best data fitting accuracy. 

Fig. 2 b illustrates the results of ln ( V − V 1 ) for the TET of the

F with respect to time. It should be mentioned that after pass- 

ng the point of T ∗ = 0 . 8 , the fluctuations of ln ( V − V 1 ) around the

ypothetical line intensify greatly, therefore we exclude the data 

fter T ∗ = 0 . 8 from the fitting. Moreover, although there is strong 

inearity in this graph, as was discussed in the previous section 

 Fig. 1 a), it was also recognized that there is a nonlinearity at the

eginning of the ln ( 1 − T ∗) ∼ F o relation. So, to be able to use a

onstant A = π2 in the fitting of experimental data, a part of data 

rom the beginning should be excluded in the fitting process as 

ell. Therefore, the linear fitting for three different cases of no cut, 

rst cut from T ∗ = 0 . 05 , and first cut from T ∗ = 0 . 1 was taken for

ata fitting and comparison. The corresponding values for the ther- 

al diffusivity are 9 . 62 × 10 −7 , 9 . 62 × 10 −7 , and 9 . 61 × 10 −7 m 

2 s −1 

 Fig. 2 b). As mentioned earlier, the convection heat transfer in the 

ample was considered negligible during the TET and TPET tests as 

t is put in a vacuum chamber. The radiation effect on the mea- 

ured thermal diffusivity, however, can be evaluated using the ex- 

ression of 16 εσT 3 L 2 /π2 Dρc p in which ε and σ are emissivity and 

he Stefan −Boltzmann constant [21] . For the GF, ε is considered 

o be 1 and T is the room temperature during the test, which 

s about 295 K. Taking the ρc p of GF as graphite to be ∼ 1 . 5 ×
0 6 Jm 

−3 K 

−1 (this value has been recently investigated by our group 

nd will be published soon), the calculated value for the radia- 

ion effect becomes 2 . 15 × 10 −7 m 

2 s −1 . Therefore, the latter value 

hould be subtracted from the fitting results of α to obtain the real 

alue for the thermal diffusivity of the GF. So, for the cases of no 

ut, first cut from T ∗ = 0 . 05 , and first cut from T ∗ = 0 . 1 , the real

values would be 7 . 47 × 10 −7 , 7 . 47 × 10 −7 , and 7 . 46 × 10 −7 m 

2 s −1 

espectively. It is noted that our measured thermal diffusivity is 

uch lower than that ( ∼ 2 × 10 −6 m 

2 s −1 ) reported in Ref. [39] for

F. Such difference could be caused by the sample’s density, struc- 

ure, and impurity levels. Eventually, the structure variation among 

amples might have been the main source of difference in the ther- 

al diffusivity values. 

The standard errors of the calculated α value for these three 

ases were ±1 . 75 × 10 −9 , ±1 . 86 × 10 −9 , and ±1 . 97 × 10 −9 m 

2 s −1 ,

espectively. It is worth mentioning that these standard errors are 

n fact the uncertainties of fitting, and it does not include the un- 

ertainty of other factors, such as length and voltage measurement, 

tc. 

. Strong linearity in TPET technique and effect of laser 

eating spot location 

.1. Linearity relation: effect of starting point and laser location 

The TPET technique was also used in this study to investigate 

he thermal diffusivity of graphene fiber. The major difference be- 

ween this method and TET is just the heating source of the tested 

ample, which is step laser irradiation rather than step current. 

he schematic of the TPET is illustrated as an inset in Fig. 3 b. In

his technique that was first introduced by our lab [26] , the mi- 

ro/nanoscale sample is suspended between two electrodes, and 

 step continuous wave (CW) laser irradiates the whole sample 

niformly. As the temperature of the sample rises, its resistance 

hanges and a transient change of voltage occurs through the sam- 

le, which is used to extract the thermal diffusivity of the sample. 

 low DC current is also passed through the sample to detect the 

oltage change during the experiment. Besides, due to the negative 

esistance temperature coefficient (RTC) of GF, after laser irradia- 
4 
ion and heating up of the sample, the voltage through the sample 

rops. 

As far as the physical model development of TET and TPET 

echniques is concerned, the temperature distribution in the 1-D 

ire/fiber can be described as [18] : 

 (x, t) = T 0 + 

α

k 

∫ t 

τ=0 

∫ L 

x ′ =0 

q 0 G X11 d x 
′ d τ , (6) 

here T 0 is the temperature of the electrode (room temperature), k 

s the thermal conductivity of the sample, q 0 is the heating power 

er unit volume, and G X11 is the Green’s function that is expressed 

s: 

 X11 

(
x, t| x ’ , τ)

= 

2 

L 

∞ ∑ 

m =1 

exp 

[
−m 

2 π2 α( t − τ ) /L 2 
]

× sin 

(
mπ

x 

L 

)
sin 

(
mπ

x 

L 

)
. (7) 

Integrating the Eq. (6) as T (t) = 

1 
L 

∫ L 
x =0 T (x, t) dx will result in 

q. (1) , which is the solution for the TET. Eq. (6) can also be used

or the TPET technique if the laser beam (heating power) covers 

he whole sample uniformly. 

In this work, we will study the scenario that a localized laser 

eats up the sample at a certain location. Based on the schematic 

f TPET illustrated in the inset on Fig. 3 b, we assume that a lined

aser spot size of l width irradiates the sample on the location of 

 from the beginning of the sample. So, the dimensionless tem- 

erature for the TPET with local irradiation of laser spot will be 

btained as 

 

∗ = 

1 

Z 

∑ ∞ 

m =1 

{
cos [ (2 m − 1) πx/L ] − cos [ (2 m − 1) π(x + l) /L ] 

(2 m − 1) 
4 

×
[
1 − exp (−(2 m − 1) 

2 π2 αt/L 2 ) 
]}

, (8) 

here 

 = 

∑ ∞ 

m =1 

{
cos [ (2 m − 1) πx/L ] − cos [ (2 m − 1) π(x + l) /L ] 

(2 m − 1) 
4 

}
. 

(9) 

Equation (8) is then solved for different locations where the line 

aser beam irradiates the sample and the corresponding results of 

n (1 − T ∗) vs. Fo are given in Fig. 3 a. The length of the sample for

he theoretical study of the TPET has been considered to be 2 mm, 

nd the thermal diffusivity to be 9 × 10 −7 m 

2 s −1 . . As can be seen

t the beginning of temperature changes, for different locations of 

he laser spot, it takes some certain time for them to become com- 

letely linear. The extent of this nonlinearity, however, is different 

or each different laser spot location. Also, shown in the inset of 

ig. 3 a, the level of nonlinearity is considerable when the laser spot 

ocation is near the edges of the sample and electrodes. It becomes 

eakened as the laser spot goes towards the middle of the sam- 

le. The other significant fact that we can observe is that after a 

ertain time, all the curves become fully linear following the same 

lope. 

As we discussed before, for the TET technique, we deduced the 

quation of the form ln (1 − T ∗) = ln (B ) − A · F o for the relation

etween T ∗ and Fo in which " −A " is the slope of the fitted line.

ere we do the same for the TPET temperature evolution. Fig. 3 b 

epresents the A values with regard to Fo with excluding some 

onlinear data from the beginning until Fo . It is evident that at the 

eginning, the variation of A value vs. Fo differs for different loca- 

ions where laser irradiates the sample. The closer the laser spot 

o the ends of the sample, the more the deviation of the curves 

rom linearity. Moreover, the initial deviation of the A coefficient 

rom the constant value of π2 is weaker for the laser locations of 

0 . 25 L ( x = 0.5 mm) to 0.75 L ( x = 1.5 mm) ( L : sample’s length),
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Fig. 3. (a) ln ( 1 − T ∗) ∼ F o relations under different laser location heating. The inset is the magnified illustration of the initial part of the graphs. (b) The variation of A 

coefficient (slope of fitting) for different laser locations with respect to Fo from which the fitting has been done (the theoretical study of TPET). The inset is the schematic of 

the TPET technique. 
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nd the difference is less than 0.3% even considering the whole 

emperature evolution. It is also clear that all the curves finally 

each the constant of 9.870 (almost π2 ), which is exactly the 

ame value we had observed for the TET technique. Moreover, all 

he curves reach the constant value of π2 after Fo reaches 0.06, 

ndicating that all the curves become completely linear afterward 

nd they are parallel. 

.2. Effect of laser location: experiment 

In this study, using a cylindrical lens, the laser spot was re- 

haped to a narrow line of 0.1 mm width. We investigated the 

ffect of laser spot location on the thermal diffusivity value mea- 

ured using the TPET technique. The sample was placed at the fo- 

al plane of the cylindrical lens to achieve the narrowest line of the 

aser beam. A 532 nm laser (DPSS Inc.) connected to a modulator 

as utilized as the heating source. The frequency of the laser beam 

as set to be 0.1 Hz with a square wave shape using the modula- 

or. Shown in the inset of Fig. 3 b, the setup was then placed in

 vacuum chamber to run the experiment under < 2 mTorr envi- 

onment to make the convection effect negligible. The last but not 

east, to calculate the optimum magnitude of the to be used DC 

urrent for the TPET method ( I 1 ), the current magnitude applied 

or the TET technique ( I 0 ) is used for analysis. As mentioned for

he TET, the step current of I 0 is chosen such that the smallest sen-

ible transient voltage drop ( 	V 0 ) is observed in the sample before 

eaching the steady state voltage ( V 0 ). Assuming the resistance of 

 for the sample, the amount of induced Joule’s heating ( Q 0 ) and

he V 0 will be RI 2 
0 

and RI 0 respectively. Also, let us assume the tem-

erature change in the sample is 	T 0 due to the applied current. 

o, the ratio of the voltage drop over the steady state voltage can 

e calculated as A TET = 	V 0 / (RI 0 ) . For the TPET, on the other hand,

n addition to the DC current, a laser beam irradiates the sample 

nd induce a transient temperature change in the sample. Passing 

 DC current of I 1 through the sample, the corresponding induced 

emperature change ( 	T 1 ) can be calculated as 	T 1 = ( I 1 /I 0 ) 
2 	T 0 . 

pon laser irradiation, an additional temperature change occurs in 

he sample ( 	T ′ ). So, the ratio of the voltage drop (due to the

aser irradiation) in terms of the TET voltage drop ratio can be 

ritten as B Laser = 	T ′ / 	T 0 · A TET . Also, for the TPET, we want the

oltage drop caused by the applied current and laser irradiation 

o be the smallest sensible one (i.e., 	V 0 ). So, we can conclude 

hat RI 1 .B Laser = 	V 0 . Reorganizing the above expressions, we will 

ave 	T ′ = 	T I /I . Ultimately, the total temperature change can 
0 0 1 

5 
e expressed as: 

T Total = 

[(
I 1 
I 0 

)2 

+ 

I 0 
I 1 

]
	T 0 (10) 

To have the lowest temperature rise in the sample based on 

q. 10 , the relation between the TPET and the TET DC current mag- 

itudes will be I 1 = 0 . 79 I 0 . This relation provides the good guid-

nce for TPET current selection. 

A DC current of 20 μA was used during the TPET in our ex- 

eriment. To have approximately the same voltage drop (temper- 

ture rise) for different locations, the amount of laser power was 

djusted during the experiment. The closer the laser beam to the 

nds of the sample, the more power was needed to have a clear 

ignal of the transient voltage change. Moreover, the laser power 

alue was controlled not to have a high temperature rise through 

he sample, so the sample’s structure was not changed. Fig. 4 a 

hows the ratio of the voltage drop under uniform laser power 

rradiation at different locations. It can be seen that as the laser 

pot location moved from the ends of the sample toward the mid- 

le, the ratio of voltage drop over laser power increases. For in- 

tance, for the laser location of x = 0.025 mm, the range of this 

atio is from 7.25-7.20 mV/mW, while the range for the location of 

 = 1.025 mm is from 38.06 to 37.5 mV/mW. Having almost the 

ame voltage drop value for different locations, this noticeable dif- 

erence simply means that more laser power was needed for the 

ocations near the ends of the sample. In other words, with the 

ame amount of laser power, the signal or the voltage drop for 

he locations closer to the ends of the sample was weaker com- 

ared to the middle ones. This is because when the laser spot is 

lose to the sample’s ends, the sample’s total thermal resistance 

s smaller. Therefore, a lower temperature rise was induced under 

he same laser heating. Ultimately, a power range of nearly 2-10 

W was used during the laser scanning over the sample. Fig. 4 b 

epicts the results of ln ( V − V 1 ) for different locations with time. 

t should be noted that for every location, to determine the to-be- 

sed V 1 , we examined a range of V 1 within the fluctuation range 

o check which V 1 gives the smallest fitting deviation. 

It is clear that all the curves for different locations well resem- 

le a line, and their slope is used to determine the thermal dif- 

usivity of the sample for different laser spot locations. It should 

e noted that same as the TET, the data between T ∗ = 0 . 1 and

 

∗ = 0 . 8 were used for fitting of the TPET, too. All the fittings show 

xcellent agreement with the measured data. 
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Fig. 4. (a) The voltage drop under unit laser power irradiation during the TPET experiment for different locations of the GF sample with time. (b) Natural of the GF TPET 

voltage drop subtracted by the steady-state voltage (experimental data) along with the linear fitting vs. time for different laser locations. 

Fig. 5. Thermal diffusivity values for different laser heating locations obtained via 

the TPET technique. Also shown in the figure is standard error of the obtained ther- 

mal diffusivities. 
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The results of the determined thermal diffusivity of the GF 

ample with respect to the laser heating location are shown in 

ig. 5 . Based on this figure, except the locations near the sam- 

le two ends, it is evident that the α value remains almost con- 

tant with respect to the laser beam incident location. This find- 

ng is absolutely crucial because it leads to a vital discovery: for 

hermal characterization of a micro/nanoscale wire with the TPET 

echnique, the laser beam incidence location on the sample is 

ot critical. For the locations close to the sample’s ends, due to 

he low thermal resistance between the laser irradiated location 

nd the electrodes, more laser power was needed to have a good 

oltage signal. So, this higher laser power could have changed 

he boundary conditions (room temperature) that has been as- 

umed for the heat transfer model for the TPET technique. Ul- 
6 
imately, the average value of α for different laser locations is 

9 . 17 × 10 −7 m 

2 s −1 , which becomes ∼ 7 . 02 × 10 −7 m 

2 s −1 after the

adiation effect is subtracted, likewise what was done for the TET 

arlier. After excluding the locations near the ends of the sam- 

le, the average value of α becomes ∼ 9 . 08 × 10 −7 m 

2 s −1 , and ∼
 . 93 × 10 −7 m 

2 s −1 after subtraction of radiation effect. The differ- 

nce between the latter and the value measured via the TET tech- 

ique ( ∼ 7 . 46 × 10 −7 m 

2 s −1 ) is about 7.1%. 

Another important fact is that the thermal diffusivity value ob- 

ained via the TPET method is somewhat lower than that of the 

ET technique ( ∼ 7% ). This difference could be caused by two fac- 

ors. First, for most materials, as the temperature goes up, the over- 

ll thermal reffusivity increases [22] . So, the thermal diffusivity, as 

he inverse of the thermal reffusivity, will decrease as the tem- 

erature of the material goes up. The overall temperature rise of 

he sample under the TPET test is generally higher than that un- 

er the TET measurement as both the current and laser irradiation 

re applied to the sample, which can justify the difference we ob- 

erve between the thermal diffusivity results of the TET and TPET 

ethods. The temperature change of the sample during the TET 

s due to the step DC current and can be calculated from 	T 0 =
I 2 0 L/ 12 kA s , where A s is the cross sectional area the sample. The

hermal conductivity of the GF can be calculated as k = αρc p and 

he ρc p of graphite ( ∼ 1 . 5 × 10 6 Jm 

−3 K 

−1 ) can be used for the GF.

or the TPET, on the other hand, the temperature change in the 

ample occurs because of the DC current as well as the step laser 

rradiation. The corresponding values of which can be calculated 

rom 	T 1 = ( I 1 /I 0 ) 
2 	T 0 and 	T ′ = 	T 0 [ ( 	V 1 /V 1 ) / ( 	V 0 /V 0 ) ] . Here 

V 0 and 	V 1 are the voltage drops due to the step DC current and

tep laser irradiation respectively. For the case of our GF sample, 

he temperature rise during the TET and the TPET are calculated to 

e ∼ 2.2 K and ∼ 7 K respectively. 

Second, as discussed earlier, the methods we utilized for the 

ET and the TPET data fitting were slightly different in V selection. 
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he reason for adopting two different fitting methods is that using 

he average V 1 method for the TPET data fitting was not satisfac- 

ory due to the fluctuations in the voltage data series. In Fig. 5 , the

alues of the standard error (uncertainty) values for the calculated 

at different laser locations are also presented. The uncertainty 

ariation of α is compatible with the α variation vs. laser location 

s it is higher in the vicinity of the sample ends, and it bounces 

round 2 . 5 × 10 −9 m 

2 s −1 . Based on the uncertainty curve in Fig. 5 ,

t can be concluded that the trustable range to obtain the thermal 

iffusivity via the TPET method while the sample is irradiated lo- 

ally is almost from 20% to 80% of its length. This is important that 

he typical level of uncertainty for the linear fitting in this study is 

maller than the fitting value by more than two orders of magni- 

ude, and the relative uncertainty is about 0.28%. 

. Conclusion 

In this work, a new approach was developed for data processing 

nd thermal characterization of micro/nanoscale wires or fibers us- 

ng the TET and TPET techniques. In the TET method, it was uncov- 

red that there is a significant linear relation between ln (1 − T ∗) 
nd time, which can be employed for linear data fitting. It was 

hown that doing the linear fitting for the ln (1 − T ∗) with re- 

pect to Fo gives a value of ∼ π2 for the slope (coefficient A ) af-

er excluding the initial data before T ∗ = 0 . 1 . However, even con-

idering all the data, the value we get for coefficient A only de- 

iates from π2 by 0.15%. The value of π2 was then used for the 

xperimental data fitting to obtain the thermal diffusivity of the 

ample. The thermal diffusivity of the GF using this method via 

ET was measured to be 9 . 61 × 10 −7 m 

2 s −1 ± 1 . 97 × 10 −9 using the

ata between T ∗ = 0 . 1 and T ∗ = 0 . 8 . The real α value for the TET

ethod after radiation effect subtraction was 7 . 46 × 10 −7 m 

2 s −1 . 

or the TPET technique, it was discovered ln (1 − T ∗) ∼ t quickly 

ecomes linear and the ultimate value for the coefficient A is the 

ame constant π2 regardless of the laser heating location. In this 

echnique, the scale of initial nonlinearity between ln (1 − T ∗) and 

ime depends on the laser location on the sample, and the level 

f nonlinearity is higher when the laser spot is at the sample’s 

wo ends. Discarding the data before T ∗ = 0 . 1 , for the laser lo-

ation of x = 0.025 mm for a 2 mm long sample, the deviation

initial nonlinearity) of the corresponding coefficient A from π2 

s nearly 1.38%. In comparison, it becomes about 1.88% consider- 

ng all the data for fitting. For the laser locations of 25% ( x = 0.5

m) to 75% ( x = 1 . 5 mm) on the sample, however, the deviation

s much weaker ( < 0 . 3% ). The experimental results well confirmed

his finding. The difference in the thermal diffusivity value mea- 

ured via the TET and the TPET (averaged over different laser lo- 

ations on the sample) methods was ∼ 7 . 1% , mainly due to the 

igher temperature rise in TPET measurement as well as various 

teady state voltages adopted for the fitting. ( Eq. 2 , 4 , 7 , 9 ) 
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