Interfacial thermal resistance between nm-thick MoS$_2$ and quartz substrate: A critical revisit under phonon mode-wide thermal non-equilibrium
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ABSTRACT

2D materials experience a cascading energy transfer under intense laser irradiation, which leads to a strong thermal non-equilibrium between energy carriers, especially between optical (OP) and acoustic (AP) phonon branches. In previously reported Raman optothermal techniques, this non-equilibrium effect is neglected that leads to very large physics errors in interface thermal resistance characterization. Here, the optical phonon temperature rises of both in-plane and out-of-plane modes of nm-thick MoS$_2$ films supported on quartz substrate are determined using a steady-state Raman, and the non-equilibrium between OP-AP and their energy coupling factor are characterized by controlling the heating domain and precise calculation of Raman signal and subsequently absorbed laser power by using a transfer matrix method. It is concluded that the OP-AP temperature difference under laser heating area could be as high as $\sim 45\%$ of the total OP temperature rise probed by Raman. The interfacial thermal resistance ($R_{tc}$) between MoS$_2$ and quartz is reevaluated by considering this non-equilibrium effect, and it is observed that neglecting it could lead to $R_{tc}$ over-prediction by $\sim 100\%$. By determining $R_{tc}$ using both Raman modes of MoS$_2$, it is observed that due to the ballistic and diffusive phonon transport and difference of interfacial thermal resistance among phonon modes, the flexural optical mode has a higher temperature rise than the longitudinal/transverse optical modes. This agrees well with atomistic modeling results of other 2D materials, e.g. graphene on BN.

1. Introduction

Raman spectroscopy is a proven powerful tool to characterize the thermal properties of 2D transition metal di-chalcogenides (TMD) materials, such as MoS$_2$ and WS$_2$, as well as other 2D materials. These thermal properties include thermal conductivity ($k$) [1–11], interfacial thermal resistance ($R_{tc}$) [12–15], and hot carrier diffusion coefficient ($D$) [16–20]. In these Raman optothermal techniques, a laser is used to excite the Raman signal as well as for heating the sample. The behavior of the Raman spectrum of that specific sample, mostly the wavenumber shift of a characteristic Raman peak, is studied, and a physical model is developed to simulate the temperature rise under the heating conditions in order to fit $k$, $R_{tc}$, or $D$ to the model. Under laser irradiation, the hot electrons pass most of their energy to optical phonon (OP) branches, and these phonons then transfer this energy to acoustic phonon (AP) branches through several scattering mechanisms [21–23]. All Raman-based methods are based on the assumption that different phonon branches are in thermal equilibrium. In contrast, it is proved by numerical calculations that there exists a significant thermal non-equilibrium between OP and AP [22,24]. Although the heat conduction by optical branches is negligible comparing with the acoustic ones, they still affect the scattering mechanisms significantly, which indirectly leads to a reduction of thermal conduction [25,26]. This local thermal non-equilibrium between optical and acoustic phonons is ignored in the majority of the optothermal techniques.

There are very limited works about the non-equilibrium between...
optical and acoustic branches under laser irradiation. By calculating the cooling rate of electrons due to the temperature-dependent electron-phonon scattering mechanism that is predicted by first-principle density functional perturbation theory, it is shown that for single-layer graphene (SLG), optical phonons dominate the relaxation process of hot electrons [22]. For a suspended graphene sample under laser irradiation with a sub-micron laser spot, it is shown that the thermalization length between the flexural acoustic phonons and the other energy excitations is larger than the Gaussian beam radius of 360 nm, which shows a significant non-equilibrium between different phonon branches [24]. In another work, the hot electron relaxation processes of SLG under steady-state and transient laser irradiation were investigated using a multi-temperature model (MTM), and a separate temperature was assigned to each phonon mode. And it was found that the phonon branches are in non-equilibrium due to different cooling rates and phonon-phonon (ph-ph) and electron-phonon (e-ph) coupling strengths [27].

Another method to distinguish this non-equilibrium under intense local photon heating is an indirect Raman measurement based on tracking the distinct laser spot radius dependence of optical and acoustic phonon temperatures. As a result, the contribution of optical-acoustic phonon temperature rise difference to the local optical temperature rise of the suspended MoS$_2$ and MoSe$_2$ were determined [28]. However, that work as well as previous Raman optothermal works, lacked a precise calculation of laser power absorption and Raman signal interference as well as the fact that the input thermal, physical, and optical properties of materials could affect the calculated AP temperature rise.

Understanding this thermal non-equilibrium between optical and acoustic phonons could have significant applications in a wide range of energy related topics, such as interface energy design, optimizing the cooling of electronic devices, and thermoelectric materials. For instance, it was shown that introducing super lattice precipitates and tuning the phonons’ dispersion relation could modify the acoustic-optical bandgap, strengthen their scattering rate, and decrease the thermal conductivity [29,30].

In this work, the thermal non-equilibrium between OP and AP is characterized using multiple Raman optothermal measurements together with rigorous consideration of Raman signal and laser optical interference for three supported MoS$_2$ films on quartz. And for the first time, the interfacial thermal resistance between a nm-thick film and substrate is determined considering the inter-phonon branch non-equilibrium effects under laser heating. First, the interface resistance ($R_{t}$) is estimated using a frequency-domain energy transport state-resolved Raman technique [31]. Then the estimated $R_{t}$ is used in a new Raman technique to characterize the OP-AP non-equilibrium as well as refining the estimated $R_{t}$ with minimum dependency on optical and thermal properties of materials on AP temperature rise calculation. Finally, the OP-AP energy coupling factor is determined using precise calculation of Raman intensity-weighted average temperature rise and laser absorption of MoS$_2$ film by using a transfer matrix method (TTM), which considers all backward and forward scatterings inside the thin film and substrate.

Fig. 1. (a) Optical image of Sample #1, which shows the MoS$_2$ nano-sheet supported on a quartz substrate. (b) AFM image of this sample to find its thickness and roughness profiles. The image corresponds to the white dashed rectangle in figure (a). The thickness profile is related to the dashed rectangle, as shown in this AFM image. (c) Raman spectrum of MoS$_2$ and its two main Raman modes that are used in this work to distinguish the acoustic and optical phonon temperature rises. (d) Schematic of supported MoS$_2$ on quartz and physics of thermal non-equilibrium between OP and AP under laser irradiation. This figure shows the cascading energy transfer between two phonon modes within the heating area. Outside this area, OP and AP are in thermal equilibrium. (e) During each laser pulse heating of FET-Raman ($t_h$), the Raman wavenumber ($\omega$) red shifts due to the temperature rise (red curve). (f) The physics of FET-Raman and the fact that the contribution of $R_{t}$ to the total thermal resistance between MoS$_2$ and substrate is different, and it makes it possible to determine $R_{t}$ using FET-Raman. This is because $R_{t}$ is different under the steady and transient states. (g-i) The calculated local lumped AP temperature rise distribution ($T_{AP}$) of MoS$_2$ film in the radial direction under 4 $\mu$m diameter laser spot. In each plot, one of these parameters, $R_{t}$, or $k$, or $D$, is changed by $\pm$ 50%. It is shown that $T_{AP}$ is more sensitive to $R_{t}$ than the other two parameters, and least sensitive to $D$. The inset of each plot shows the zoom-in view of the dashed rectangle to show the differences between three cases in the laser spot region. $T_{AP}$ is the local AP temperature rise of MoS$_2$ at the center of laser spot calculated using the default parameter $k$, $D$, or $R_{t}$. 

2. Results

2.1. Preparation and characterization of supported MoS\textsubscript{2}

Here, three nm-thick supported MoS\textsubscript{2} samples are prepared to distinguish the optical and acoustic phonon temperature rises and measure the interface resistance between the MoS\textsubscript{2} film and quartz substrate. The samples are prepared using a modified Scotch tape-assisted mechanical exfoliation technique (see “Methods Section”), which guarantees high quality and pristine structure. Fig. 1(a) shows the optical image of Sample #1 used here. Also, atomic force microscopy (AFM) measurement is conducted for each sample to find its thickness profile and root mean square roughness ($R_q$), as shown in Fig. 1(b). Fig. S1 presents the optical and AFM images of the other two supported MoS\textsubscript{2} films. Based on this characterization, the thicknesses ($t$) of these three films are 8.2, 12.6, and 15.3 nm, respectively (Sample #1 to #3). Also, $R_q$ values are 2.4, 1.4, and 1.9 nm, respectively. The relative roughness of these films, which is defined as $(R_q/\lambda)$, is maximum for Sample #1 ($\sim 0.3$), which is evident from the AFM images. Note that Sample #1 is used in all of the following sections to illustrate the details of our analysis, and the results of the other two samples are summarized in related tables and figures. Fig. 1(c) shows the typical Raman spectrum of MoS\textsubscript{2} and its two Raman modes, namely $E_2\textsubscript{g}$ and $A_1\textsubscript{g}$ (see “Methods Section” for more about the Raman system). These two modes are used to study the nonequilibrium between OP and AP. The $E_2\textsubscript{g}$ mode is doubly degenerate and is related to the in-plane vibrations of two S atoms in the opposite direction with respect to Mo in the $x$-$y$ plane, and $A_1\textsubscript{g}$ is nondegenerate and corresponds to the out-of-plane vibrations of S atoms [32,33].

2.2. Physics of optical-acoustic phonon coupling under laser excitation

2.2.1. OP-AP thermal non-equilibrium and effects of physical parameters: a general picture

Under laser irradiation, the electrons in the valence band of MoS\textsubscript{2} are excited to the conduction band. These excited electrons cool down within a very short period of time and transfer most of their energy to the optical phonon branches (OP) without significant direct contribution to thermal transport inside the supported MoS\textsubscript{2} [16]. This process takes place within a short time, in order of ns or shorter. Therefore, it can be assumed that the energy of absorbed photons is transferred to the OP instead of being diffused by hot electrons. This effect is shown by density functional theory (DFT) calculations by Ruan’s group [22]. Based on these calculations, the electron-phonon coupling factor as a function of the phonon’s wave vector was calculated. It was shown that the coupling factor between hot electrons and optical phonons is more significant and larger than the one between electrons and acoustic phonons by a factor of $\sim 15$. Therefore, the energy transferred from hot electrons to acoustic phonons is minimal compared with that to optical branches. Upon receiving energy from hot electrons, OP couple with AP through various anharmonic coupling processes [34,35]. This coupling process between OP and AP can vary depending on the OP branch (longitudinal: LO, transverse: TO, flexural: ZO). Then, the AP transfers the energy through the entire sample by heat conduction. Note that the thermal conductivity of OP is much smaller than that of AP [26,36,37]; therefore, they contribute very little to heat conduction. However, their coupling strength with AP affects the heat conduction significantly. Under the laser spot, the local temperature difference between electrons and OP ($\Delta T_{\text{op}}$) is proportional to the local absorbed power ($P$). This is due to the negligible effect of hot carrier diffusion on energy transport. Also, since the heat conduction by OP is minimal, it can be assumed that the temperature difference between each OP and AP branch ($\Delta T_{\text{OA}}$) is proportional to $I$, and for constant laser energy, it is proportional to the inverse of laser spot area ($r_0^2$). Here, $r_0$ is the laser spot radius.

The local AP temperature rise depends on the laser spot size and other parameters that affect thermal conduction, such as thermal conductivity ($k$), interfacial thermal resistance ($R_{th}$), and hot carrier diffusion ($D$) ($\Delta T_{\text{AP}}(R_{th}, k, D, I)$). These three parameters have different contributions to $\Delta T_{\text{AP}}$, which will be shown later. Note that here $\Delta T_{\text{AP}}$ is a lumped average AP temperature rise rather than each AP branch individual temperature rise. Therefore, in the laser irradiation area, the relationship between these temperature rises could be written as: $\Delta T_{\text{op}} = \Delta T_{\text{AP}} + \Delta T_{\text{OA}} = \Delta T_{\text{AP}} + C/r_0^2$. Here, $C$ is the proportionality constant related to $\Delta T_{\text{OA}}$ and depends on several parameters, such as the total absorbed laser energy and the energy coupling factor between OP and AP ($G$). Note that outside the heating area, there is no temperature difference between OP and AP. This theory is proved in detail in previous work by Wang et al. for TMD materials and graphene [28]. This physical process is shown in Fig. 1(d) that illustrates the cascading energy transfer from OP to AP within the laser heating area.

Here, $\Delta T_{\text{op}}$ is characterized by measuring the laser power dependence of the Raman shift ($d\omega/dP$) of $E_2\textsubscript{g}$ and $A_1\textsubscript{g}$ modes, separately. $d\omega/dP$ is actually proportional to Raman intensity-weighted temperature rise (in space and time domains), and not just simply the local temperature rise of the MoS\textsubscript{2} film. This is considered in our numerical calculation in detail, which is discussed in the following sections. As mentioned in the previous paragraph, $\Delta T_{\text{AP}}$ depends on several thermal properties. Fig. 1(g-i) shows the dependency of $\Delta T_{\text{op}}$ of the MoS\textsubscript{2} film on $R_{th}$, $k$, and $D$. For each case, $\Delta T_{\text{op}}$ is calculated for three different values of that property with 50% uncertainty assumption, and it is shown that $\Delta T_{\text{op}}$ is more sensitive to $R_{th}$, then $k$, and $D$ is the least sensitive parameter. To perform this analysis, the default values of $R_{th}$, $k$, and $D$ are taken as $2 \times 10^{-6}$ m$^2$K$^{-1}$, $30$ Wm$^{-1}$K$^{-1}$, and $4$ cm$^2$s$^{-1}$, respectively, and the laser spot radius is $1.8$ μm (see “Methods Section” for more details about our physical models and numerical calculation) [2,4,5,17,38]. In all of the previous works based on optothermal Raman spectroscopy, this non-equilibrium between OP and AP was not considered in measuring $R_{th}$ or other thermal properties, and it was assumed that $\Delta T_{\text{op}}$ and $\Delta T_{\text{AP}}$ are equal in the laser heating region. Here, for the first time, $R_{th}$ is determined by considering the cascading energy transfer between phonon modes, and finally the OP-AP energy coupling factor is determined.

2.2.2. Interface thermal resistance without considering OP-AP thermal non-equilibrium

As it was shown in the previous part, interfacial thermal transport at the MoS\textsubscript{2}-quartz interface is one of the main parameters controlling $\Delta T_{\text{AP}}$. Here, $R_{th}$ is estimated first based on the frequency-domain energy transport state-resolved Raman (FET-Raman). In this technique, two different energy transport states are constructed as (1) steady-state and (2) transient state, using a CW and an amplitude-modulated CW laser. Under each heating state, laser irradiates the MoS\textsubscript{2} film, and the Raman shift ($\omega$) of both modes are measured under different laser powers ($P$). Based on this experiment, the Raman shift power coefficient (RSC) of each heating mode is found as: $\psi = d\omega/dP$. $\beta$ of each Raman peak is proportional to the Raman intensity-weighted OP temperature rise under each state and depends on several factors, such as Raman temperature coefficient ($d\omega/dT$), laser absorption coefficient ($\alpha$), $k$, $D$, and $R_{th}$. Using the $\psi$ values under these two modes ($\psi_{\text{CW20}}$ and $\psi_{\text{CW20}}$) with same objective lens ($20 \times$), a normalized RSC is found as: $\theta_{\text{FW20}} = \psi_{\text{FW20}}/\psi_{\text{CW20}}$. Now, $\theta_{\text{FW20}}$ is a function of only thermal properties, and there is no effect of $d\omega/dT$ and $\alpha$ on it. Also, the lumped Raman intensity-weighted acoustic temperature rise of MoS\textsubscript{2} under both states ($\Delta T_{\text{FW20}}$ and $\Delta T_{\text{CW20}}$) are calculated numerically with our 3D modeling for various $R_{th}$, $k$, and $D$ values. A new parameter is defined as the theoretical normalized AP temperature rise as: $\theta_{\text{AP20}} = \Delta T_{\text{FW20}}/\Delta T_{\text{CW20}}$ (see “Methods Section” for more details about the FET-Raman physics).

For a wide range of $k$ and $D$ values, $\theta_{\text{OP,FW20}}$ is calculated and normalized by the $\theta_{\text{OP,F20}}$ calculated using the default $k$ and $D$ ($\theta_{\text{OP,F20}} = \theta_{\text{OP,FW20}}(\theta_{\text{OP,F20}})$) mentioned in the last section. Fig. 2(c) shows the
The measured $\psi$ using the $E_2g$ mode of MoS$_2$ under both heating states to find $\theta'_{20}$ shows that the slope of the F20 data is lower than CW20 due to the lower temperature rise under the amplitude-modulated laser. The top right inset shows the 2D contour of Raman intensity as a function of laser power and peak position under CW20 heating state. The two arrows show the redshift of both Raman modes with increased laser power. The bottom left inset shows the laser spot under 20 × objective lens and is used to find $r_0$. A similar plot is shown for the $A_{1g}$ mode in the Supporting Information (Fig. S3). Based on this analysis, $R_{n_0}$ of Sample #1 is determined as $(1.79 \pm 0.15) \times 10^{-6}$ m$^2$ K$^{-1}$ and $(2.69 \pm 0.47) \times 10^{-6}$ m$^2$K$^{-1}$ for $E_{2g}$ and $A_{1g}$ Raman modes, respectively.

Table 1 includes the result of this first estimation for all of the three MoS$_2$ films. Note that this measurement is based on the assumption that under laser irradiation, all phonon branches are in thermal equilibrium ($\Delta T_{OA} = 0$). However, as mentioned in previous sections, this argument is an approximation, and there is a thermal non-equilibrium between OP and AP. As will be shown in the next sections, this non-equilibrium gets weaker when the laser heating area is larger, and its effect is less than 10% under 20 × objective ($r_0 \approx 2 \mu m$). Therefore, FET-Raman could be used to do a first-estimation of $R_{n_0}$, and in the next section, this value is refined by considering the non-equilibrium between OP and AP branches. Note that real laser spot radii are used to perform the calculation in this section and next ones. The measured values of $r_0$ are reported in Table S1. The slight differences between laser spot size of CW laser ($r_0$,(CW20) and amplitude-modulated CW laser ($r_0$,(CW20) under 20 × is due to the slight difference of focus levels.

This table shows the measured $R_{n_0}$ for all three samples are in close range, and the differences between them could be mostly related to the sample’s structure and the MoS$_2$-quartz interface bonding quality. As shown in Table 1, the measured $\theta_{20}$ and subsequently the determined $R_{n_0}$ using the $A_{1g}$ mode is generally higher than $R_{n_0}$ using the $E_{2g}$ peak. The $E_{2g}$ mode is related to the in-plane vibrations, or LO and TO phonon modes, and $A_{1g}$ peak corresponds to the out-of-plane vibrations or ZO phonon mode. Each of these phonon modes has its own specific energy coupling factor with the acoustic branches, and usually, the temperature rise of the in-plane modes is larger than the ZO modes [27]. This leads to lower $\theta_{20}$, $R_{n_0}$ for $E_{2g}$ mode and, as a result, smaller $R_{n_0}$, value. The energy coupling factors are determined in the next sections and prove this argument. The uncertainty of this measurement using the FET-Raman technique could be reduced by optimizing the frequency that is used to conduct the transient heating state. It is shown in our previous works that the accuracy of FET-Raman reaches maximum when the normalized Raman shift power coefficient is ~0.75. Also, another option could be using a nanosecond (ns) pulsed laser instead of a frequency-modulated CW laser to generate the transient state. In that case, since the heat diffusion length under the ns state is much shorter than the CW state and the heating is more localized, there will be more effects of $R_{n_0}$ on the temperature rise of thin-film compared with the CW state. This effect is well studied in our previous works. Note here we use the frequency-modulated laser since it simplifies the experiment [12,14].

2.3. Optical-acoustic phonon temperature difference and rigorously determined $R_{n_0}$

The estimation of $R_{n_0}$ using FET-Raman was based on the assumption that $\Delta T_{OP} = \Delta T_{AP}$ under 20 × lens, while it was mentioned in Section 2.2 that $\Delta T_{OP} = \Delta T_{AP} + \Delta T_{OA}$. To consider the effects of $\Delta T_{OA}$ on thermal transport and characterize them, three laser heating modes are generated using a CW laser. These modes are CW20, CW50, and CW100, which correspond to CW laser heating with 20 ×, 50 ×, and 100 × objective lenses, respectively. $\Delta T_{AP}$ under these states is controlled by $k$, $D$, and $R_{n_0}$. Fig. 3(a) shows the calculated $\Delta T_{OA}$ contour of MoS$_2$ film and substrate under these three states for varied values of $k$, $D$, and $R_{n_0}$. Each of these three parameters ($k$, $D$, and $R_{n_0}$) has a different contribution to $\Delta T_{OP}$ under each heating mode ($\Delta T_{CW20}$, $\Delta T_{CW50}$, and $\Delta T_{CW100}$). Effects of $k$ and $D$ are more significant under smaller laser spot sizes, while $R_{n_0}$’s effects are more significant for larger $r_0$ values. The hot carrier diffusion and in-plane heat diffusion effects are more important when $r_0$ is small or comparable to the diffusion lengths, and in an extreme case that $r_0$ is larger than the sample radius, the temperature rise of the sample is controlled mainly by $R_{n_0}$ [5]. Therefore, CW50 heating mode is the moderate case between CW20 and CW100. Also, the
respectively. The inset of this figure shows the moderate effect of change can be up to 20%. The inset of this figure shows is more than 1

conduction in the film, especially in the thickness direction, become

term "2D materials" is referred to the few-layered materials. For larger thicknesses (in order of tens of nm), the hot carrier diffusion and heat conduction in the film, especially in the thickness direction, become more significant and should be well considered in the thermal analysis.

For a constant k and D, the normalized ΔT_{CW}(T^*) under each state with ΔT_{CW20} (T^* = ΔT_{cw}/ΔT_{CW20}), as and a function of R_{th} of Sample #1 is shown in the inset of Fig. 3(a) to show that R_{th}’s effect on CW50 is moderate compared with two other cases. Laser spot radii under these three heating states for all three samples are indicated in Table S1. A similar study is conducted for k and D effects, as shown in Fig. S4. Based on this analysis, a new parameter is defined (Φ_k) as: Φ_k = (ΔT_{CW0}ΔT_{CW20})/(ΔT_{CW20}). Fig. 3(b) shows the calculated Φ_k contour for a wide range of k, D, and R_{th}, and shows that k and D have negligible effects on Φ_k (less than 4%). Regarding the effects of R_{th}, if R_{th} is more than 1 × 10^{-6} Km^2 W^{-1}, it is minimal (less than 6%). However, for smaller R_{th} values, especially in the order of 10^{-7} Km^2 W^{-1}, the Φ_k change can be up to 20%. This inset shows for Φ_k R_{th} plot for this sample with the default D and k values. This analysis shows that for R_{th} larger than 1 × 10^{-6} Km^2 W^{-1}, which is the range of our analysis in this work, Φ_k could be considered as a constant value with less than 6% uncertainty. The estimated R_{th} using FET-Raman (Table 1) are all more than 1 × 10^{-6} Km^2 W^{-1}; therefore, R_{th}’s effect on Φ_k is also minimal. This is due to the fact that ΔT_{CW20} in the denominator compensates for the differences between the effects of k, D, and R_{th} on ΔT_{CW20} and ΔT_{CW100} as extreme cases. Similar Φ_k-R_{th} plots for the other two samples are shown in Fig. S5.

The experimental counterpart of Φ_k could be written as: Φ_{exp} = [ΔT_{OP100} - ΔT_{OA100}]/[ΔT_{OP20} - ΔT_{OA20}], as is due to the fact that under each heating state we have ΔT_{AP} = ΔT_{OP} - ΔT_{OA}. Also, as mentioned earlier, ΔT_{OP20} and ΔT_{OA} = C/r_k^2. Therefore, Φ_{exp} could be rewritten as: Φ_{exp} = [ΔT_{OP100} - C/r_k^2]/[ΔT_{OP20} - C/r_k^2]], Here, ΔT_{OP} is defined as the normalized RSC values with y under 20 × objective lens as: ΔT_{OP} = y/ψ_{20}. Fig. 4(a) shows the results of this experiment for the first sample using the E_{2g} mode. The data points are fitted linearly to find y. The slope of these three lines shows moderate heating under CW50 state again. Similar results for the A_{1g} mode are shown in Fig. S6. All of the measured ΔT_{OP} are shown in Fig. 4(b). The decreasing trend of these plots versus thickness is due to the below physics. With the same absorbed laser power, the temperature rise will become higher with reduced laser spot because the substrate thermal resistance is proportional to r_k^2 and the interface thermal resistance is proportional to r_k^2. However, when the laser spot is smaller, the in-plane heat conduction and hot carrier diffusion effect becomes stronger, which will reduce the temperature rise. Such reduction is stronger for thicker films because of this larger in-plane cross-sectional area.

With known y values under three states and constant Φ_k value, we are able to estimate the factor C, and finally, the contribution of ΔT_{OA} to the total OP temperature rise under each laser heating state, which represents the non-equilibrium between OP and AP as C/r_k^2. The constant value of Φ_k is calculated using the estimated R_{th} from FET-Raman. Several Raman experiments are conducted to find y under three objective lenses for all three samples and both Raman modes, and the results are included in Table 2.

Next, Φ_{20} from Section 2.3 is refined by considering OP-AP non-equilibrium effects as: Φ_{20} = ω_{AP,20}/ω_{AP,CW20} = (ΔT_{OP,20} - C/r_k^2)/(ΔT_{OP,20} - C/r_k^2), and the updated value of R_{th} is determined from FET-Raman calculation. Several iterations are conducted, as shown in the inset of Fig. 4(c), until R_{th} and C are converged with less than 1% difference. The converged values of R_{th} for all samples are reported in Table 2. Also, the contribution of ΔT_{OA} to the total ΔT_{OP} ([ΔT_{OP,20} × 100] under several laser objectives and for all samples is shown in Fig. 4(c). This plot indicates that for all three samples, the non-equilibrium between OP and AP becomes more significant for smaller laser heating areas, and this is consistent with our previous discussion in Section 2.2.

2.4. Precise determination of OP-AP energy coupling factor (G)

All of the above discussion is based on 1 mW irradiating laser on MoS_2 top surface (for both y and ΔT_{CW} values), and OP and AP temperatures are Raman intensity-weighted average. As mentioned earlier and in the Methods section, the numerical modeling calculates the lumped AP temperature rise, and the OP temperature rise is determined using the ratio of y values and these calculation results. ΔT_{OA} (C/r_k^2) determined in the previous section reflects the contribution under 1 mW irradiating laser power and is also a Raman intensity-weighted average (see “Methods section”). To determine the energy coupling factor

Table 1

<table>
<thead>
<tr>
<th>Sample #</th>
<th>Thickness (nm)</th>
<th>E_{2g} mode</th>
<th>ρ_{CW20} (cm^{-1}mW^{-1})</th>
<th>ρ_{OP20} (cm^{-1}mW^{-1})</th>
<th>θ_{OP20}</th>
<th>R_{th} (10^6 mKmW^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.2</td>
<td>E_{2g}</td>
<td>-0.175 ± 0.002</td>
<td>-0.145 ± 0.001</td>
<td>0.83 ± 0.01</td>
<td>1.79 ± 0.15</td>
</tr>
<tr>
<td>2</td>
<td>12.6</td>
<td>A_{1g}</td>
<td>-0.163 ± 0.002</td>
<td>-0.143 ± 0.002</td>
<td>0.88 ± 0.02</td>
<td>2.69 ± 0.47</td>
</tr>
<tr>
<td>3</td>
<td>15.3</td>
<td>A_{1g}</td>
<td>-0.219 ± 0.005</td>
<td>-0.172 ± 0.002</td>
<td>0.78 ± 0.02</td>
<td>4.26 ± 1.21</td>
</tr>
</tbody>
</table>

Fig. 3. (a) Lumped AP temperature contour of MoS_2 and quartz under three steady-state heating. These three states are constructed to distinguish the thermal non-equilibrium between OP and AP independent of k, D, and R_{th} values. The horizontal and vertical size of each panel is 15 μm and 20 nm, respectively. The inset of this figure shows the moderate effect of R_{th} on T^* under 50 × objective. The dashed black line indicates the MoS_2-quartz interface. (b) Calculated Φ_k for three different R_{th} values and wide ranges of k and D. These contours show that Φ_k is independent of k, D, and R_{th} (for values larger than 1 × 10^{-6} Km^2 W^{-1}). The horizontal axis (k) of three panels share the same range of k: 15–45 Wm^{-1} K^{-1}. The inset of this figure shows the Φ_k-R_{th} plot for a constant k and D.

With known y values under three states and constant Φ_k value, we are able to estimate the factor C, and finally, the contribution of ΔT_{OA} to the total OP temperature rise under each laser heating state, which represents the non-equilibrium between OP and AP as C/r_k^2. The constant value of Φ_k is calculated using the estimated R_{th} from FET-Raman. Several Raman experiments are conducted to find y under three objective lenses for all three samples and both Raman modes, and the results are included in Table 2.

Now, Φ_{20} from Section 2.3 is refined by considering OP-AP non-equilibrium effects as: Φ_{20} = ω_{AP,20}/ω_{AP,CW20} = (ΔT_{OP,20} - C/r_k^2)/(ΔT_{OP,20} - C/r_k^2), and the updated value of R_{th} is determined from FET-Raman calculation. Several iterations are conducted, as shown in the inset of Fig. 4(c), until R_{th} and C are converged with less than 1% difference. The converged values of R_{th} for all samples are reported in Table 2. Also, the contribution of ΔT_{OA} to the total ΔT_{OP} ([ΔT_{OP,20} × 100] under several laser objectives and for all samples is shown in Fig. 4(c). This plot indicates that for all three samples, the non-equilibrium between OP and AP becomes more significant for smaller laser heating areas, and this is consistent with our previous discussion in Section 2.2.

2.4. Precise determination of OP-AP energy coupling factor (G)

All of the above discussion is based on 1 mW irradiating laser on MoS_2 top surface (for both y and ΔT_{CW} values), and OP and AP temperatures are Raman intensity-weighted average. As mentioned earlier and in the Methods section, the numerical modeling calculates the lumped AP temperature rise, and the OP temperature rise is determined using the ratio of y values and these calculation results. ΔT_{OA} (C/r_k^2) determined in the previous section reflects the contribution under 1 mW irradiating laser power and is also a Raman intensity-weighted average (see “Methods section”). To determine the energy coupling factor

Table 1

<table>
<thead>
<tr>
<th>Sample #</th>
<th>Thickness (nm)</th>
<th>E_{2g} mode</th>
<th>ρ_{CW20} (cm^{-1}mW^{-1})</th>
<th>ρ_{OP20} (cm^{-1}mW^{-1})</th>
<th>θ_{OP20}</th>
<th>R_{th} (10^6 mKmW^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.2</td>
<td>E_{2g}</td>
<td>-0.175 ± 0.002</td>
<td>-0.145 ± 0.001</td>
<td>0.83 ± 0.01</td>
<td>1.79 ± 0.15</td>
</tr>
<tr>
<td>2</td>
<td>12.6</td>
<td>A_{1g}</td>
<td>-0.163 ± 0.002</td>
<td>-0.143 ± 0.002</td>
<td>0.88 ± 0.02</td>
<td>2.69 ± 0.47</td>
</tr>
<tr>
<td>3</td>
<td>15.3</td>
<td>A_{1g}</td>
<td>-0.219 ± 0.005</td>
<td>-0.172 ± 0.002</td>
<td>0.78 ± 0.02</td>
<td>4.26 ± 1.21</td>
</tr>
</tbody>
</table>
between OP and AP, the precise absorbed power \( I_b \) is needed, which depends on multiple reflections of both the incident light and the Raman scattered light off of thin-film interfaces, taking into account the backward and forward generated Raman signal. Here, \( I_b \) for 1 mW laser irradiation under several objective lenses with experimental \( r_0 \) values is calculated, and based on this a new OP-AP temperature difference \( \Delta T_{OA,b} \) is calculated using a transfer matrix method (TMM).

Table 2
Converged \( R_{in} \) and determined G factor for three supported MoS\(_2\) films and both Raman modes.

<table>
<thead>
<tr>
<th>Sample #</th>
<th>Raman mode</th>
<th>( \psi_{CW50} ) (cm(^3)mW(^{-1}))</th>
<th>( \psi_{CW100} ) (cm(^3)mW(^{-1}))</th>
<th>( R_{in} ) (10(^{-6}) m(^2)KW(^{-1}))</th>
<th>( G ) (10(^{15}) Wm(^{-3})K(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>E(_2)g</td>
<td>-0.481 ± 0.009</td>
<td>-1.010 ± 0.015</td>
<td>1.35 ± 0.17</td>
<td>3.05 ± 0.17</td>
</tr>
<tr>
<td>2</td>
<td>A(_{1g})</td>
<td>-0.477 ± 0.007</td>
<td>-0.959 ± 0.016</td>
<td>2.24 ± 0.54</td>
<td>2.17 ± 0.09</td>
</tr>
<tr>
<td>3</td>
<td>E(_2)g</td>
<td>-0.381 ± 0.008</td>
<td>-0.772 ± 0.020</td>
<td>2.84 ± 0.95</td>
<td>5.49 ± 0.35</td>
</tr>
</tbody>
</table>

Fig. 4. (a) \( \psi \) values under CW20, CW50, and CW100 heating states using the E\(_2\)g mode. The experimental data points are fitted linearly to determine \( \psi \) under each heating state. This plot also shows the moderate heating under 50 \( \times \) objective lens. (b) Normalized \( \psi \) values (\( \Delta T_{OA} / \Delta T_{OP} \)) for all samples and both modes. The decreasing trend of \( \Delta T_{OA} \) with MoS\(_2\) thickness is due to the higher temperature rise of thinner films under the same laser heating power for smaller laser spots. (c) Contribution of thermal non-equilibrium between OP-AP for three samples measured by using two MoS\(_2\) Raman modes. Inset of bottom panel shows the schematic of the iteration cycle to determine the precise \( R_{in} \), and C values by coupling FET-Raman and OP-AP thermal non-equilibrium measurement. The convergence threshold is less than 1%, and it takes 3–4 iterations for this cycle to converge with this limit. (d) and (e) show the physics of Raman signal intensity calculation using classical \( (I_a) \) and rigorous multi-reflection \( (I_b) \) methods, respectively. (f) The temperature of different modes of phonons across two different graphene-BN interfaces (smooth and mixed) [39]. Here, \( T_{MQD} \) is the lumped phonon temperature that is calculated using molecular dynamics modeling.
thickness directions (r, z) of MoS₂ thin film under a Gaussian laser beam is proportional to the local optical field intensity \( I_{\text{opt}} \) of the incident light, which could be written as: 
\[
I_{\text{opt}}(r, z) = 0.5c\varepsilon_0 n |E(z)|^2 \exp\left(-r^2 / r_b^2\right).
\]

Here, \( c, \varepsilon_0, \) and \( n \) are speed of light, the permittivity of free space, and the refractive index of MoS₂ respectively. \( E(z) \) is the electric field amplitude at each location in the thickness direction and can be readily calculated using TMM. The generated Raman signal at each location propagates in both backward and forward directions. The backward and forward Raman scattering emitted at the surface of MoS₂ film are \( E_{0b} \) and \( E_{0f} \), respectively. \( E(z) \) and \( E_{0b} \) are calculated from a thin film system based on TMM, and the total Raman signal generation from MoS₂ supported on quartz under Gaussian laser beam for incoherent (not in phase) and forward forward Raman scattering could be written as:

\[
I_{\text{Raman}} = \int |E(z)|^2 \left( |E_{0b}|^2 + |E_{0f}|^2 \right) \exp\left(-r^2 / r_b^2\right) 2\pi rd\!z.
\]

More about this TMM calculation could be found in our previous work by Van Velson et al. \[40\]. \( I_{\text{Raman}} \) is the intensity of the Raman signal of each Raman active mode measured by the Raman system. Also, the local OP-AP temperature difference \( \Delta T_{\text{OP}}(r, z) \) is proportional to absorbed laser power at each location and the coupling factor \( (G) \), as:

\[
\Delta T_{\text{OP}}(r, z) = \frac{\delta}{\tau_G} 0.5c\varepsilon_0 n |E(z)|^2 \exp\left(-r^2 / r_b^2\right)
\]

\[
\delta = \frac{\pi}{2}(\text{OP-AP temperature difference})
\]

\[
\Delta T_{\text{OP}}(r, z) \approx \int |E(z)|^2 \left( |E_{0b}|^2 + |E_{0f}|^2 \right) \exp\left(-r^2 / r_b^2\right) 2\pi rd\!z.
\]

(1)

The energy coupling factor of each mode is a function of OP-AP coupling factor \( (\delta) \), that is shown in Fig. 4(d), the backward and forward Raman scattering at each location \( (x) \) and their multi-reflection inside the MoS₂ film are considered to find the precise absorbed laser power. Additionally, optical interference model considers the discontinuity of Raman signal within the film due to local Raman signal generation.

Table 2 summarizes the \( G \) of two Raman modes for three samples. It can be seen from this table that the measured \( G \) values for the three samples are in the same range and is larger for \( E_2g \) mode than \( A_1g \). This is because the \( G \) of \( E_2g \) mode represents the energy coupling factor of combined LO and TO phonons. Therefore, this number should higher than that of \( A_1g \), which is only for ZO phonons. Note that here the \( G \) value is calculated using the results of the 20 \( \times \) objective because \( k \) and \( D \) have minimum effects on our calculation under this heating state compared with the two others. This was also shown in Fig. 3(a).

3. Discussion

Fig. 4(c) shows that the thermal non-equilibrium between phonon branches is significant, and it is stronger under smaller heating areas. Also, for all three samples, it is observed that this non-equilibrium is stronger between in-plane OP \( (E_2g \) mode) and AP than the out-of-plane OP \( (A_1g \) mode) and AP, while the \( \Delta T_{\text{OP}} \) of both modes are almost identical (Fig. 4(b)). This is due to the weaker coupling between in-plane OP modes and all AP modes, namely higher \( \Delta T_{\text{OP}} \) values, as shown in Fig. 4(c). Regarding the \( \Delta T_{\text{OP}} \) changes with film’s thickness, a non-monotonic trend is observed (Fig. 4(c)). This could be caused by two reasons which play opposite roles. First, it is mentioned in the next paragraph, an interfacial thermal non-equilibrium exists between phonon branches at the MoS₂-quartz boundary and can contribute to the total \( \Delta T_{\text{OP}} \). This effect is more significant for the thinner films. Second, the laser absorption increases with the increased thickness; therefore, to get the same temperature rise for two different samples, a lower laser intensity is needed for thicker samples. This leads to lower \( \Delta T_{\text{OP}} \) for thicker samples.

Comparing the \( R_{\text{th}} \) values in Tables 1 and 2, we see that \( R_{\text{th}} \) is decreased after considering the thermal non-equilibrium effects, and FET-Raman could over predict \( R_{\text{th}} \) up to \( \approx 25\% \). This number could be up to 100% for other optothermal thermal techniques based on Raman spectroscopy, such as steady-state Raman. For instance, for Sample #3 and under 100 \( \times \) objective, the \( \Delta T_{\text{AP}} \) to \( \Delta T_{\text{OP}} \) ratio is around 50%. Therefore, neglecting the OP-AP non-equilibrium and equating \( \Delta T_{\text{AP}} \) with \( \Delta T_{\text{OP}} \) could result in a significant error. Also, it is observed that \( R_{\text{th}} \) measured using the \( A_1g \) mode is larger than the one measured by \( E_2g \) mode. It is shown in the works by Ruan’s group by non-equilibrium molecular dynamics simulations that different acoustic phonon branches have different interface resistance \[39\,41\]. This will affect the temperature rise sensed by each of \( E_2g \) and \( A_1g \) modes and subsequently the measured \( R_{\text{th}} \), using each of them. In fact, the optical-acoustic phonon temperature difference studied in this work consists of two parts as \( \Delta T_{\text{OP}} = \Delta T_{\text{PA}} + \Delta T_{\text{AP}} \), where \( \Delta T_{\text{PA}} \) is the optical-acoustic phonon temperature difference induced by photon energy absorption and the inter-phonon mode cascading energy transport, and is \( \epsilon \). This part is precisely determined and subtracted by the experimental characterization detailed in this work. \( \Delta T_{\text{AP}} \) is the optical-acoustic phonon temperature difference induced by the difference of interface thermal resistances among different phonon branches. This problem has been explored by molecular dynamics modeling by Ruan’s group \[39\]. Fig. 4(f) shows the temperature drop of different modes of phonons across a graphene-BN interface. It is observed that because of the ballistic and diffusive phonon transport and the different interface thermal resistance of phonon modes, a significant thermal non-equilibrium exists among phonon modes. Such non-equilibrium indeed exists over a quite long thickness (>20 nm). Compared with the lumped phonon temperature (MD), the ZO phonon (detected by \( A_1g \) Raman peak) has the highest temperature difference \( \Delta T_{\text{OP}} \). On the other hand, LO/TO phonons’ temperature is quite close to that of the lumped phonons. Although this simulation is for graphene on BN, the general conclusion should also hold true for other 2D materials on a substrate. Since \( \Delta T_{\text{AP}} \) was not extracted in our physics model, the temperature rise based on \( \psi_{\text{PA}} \) (\( \Delta T_{\text{OP}} \)) even after subtracting \( \Delta T_{\text{PA}} \) is still higher than the real lumped phonon temperature. This will make the calculated interface resistance higher. On other hand, for the \( E_2g \) mode, it represents the LO/TO phonons, whose temperature is very close to that of lumped phonon. So after subtracting the effect of \( \Delta T_{\text{PA}} \), \( \Delta T_{\text{OP}} \) based on \( \psi_{\text{PA}} \) closely represents the real temperature rise of acoustic phonons. The determined interface thermal resistance will be very close to the intrinsic value of lumped acoustic phonons, and is lower than that determined by the \( A_1g \) mode data. Based on Fig. 4(f), it is found that at the interface, the ratio of average phonon temperature drop over that of ZO phonons \( \Delta T_{\text{OP}} / \Delta T_{\text{ZO}} \) is around 0.60 and 0.75 for smooth and mixed interfaces. Based on the interface resistance data summarized in Table 2, this ratio is 0.60–0.81, quite close that for graphene on BN.

The coupling factors determined in this work are one order of magnitude larger than the previously measured ones by Wang et al. for a suspended MoS₂ nm-thick film \[28\]. The \( \Delta T_{\text{OP}} \%) is larger for the supported 2D materials compared with suspended ones due to the fact that the supported sample could conduct the heat to the substrate through
the interface, and therefore, higher laser power is needed in order to reach the same \( \Delta T_{\text{AP}} \) as the suspended material. This higher laser power leads to the larger \( \Delta T_{\text{OA}} \). Regarding the \( G \) factor, the higher \( G \) values of supported compared with the suspended ones could be due to the higher phonon-phonon scattering inside the supported film. Also, since a higher laser intensity is used for the supported sample, more free electrons are generated, and this results in further scatterings inside the supported MoS\(_2\). As mentioned in work by Lu et al. [27], \( G \) is related to \( C_p \) (phonon volumetric heat capacity) and \( \tau_p \) (phonon relaxation time) as: \( G = C_p / \tau_p \). The phonon relaxation time \( \tau_p \) is decreased with the increased scatterings, and subsequently, \( G \) is increased. In addition, in the work by Wang et al., an analytical solution as a function of laser spot size was found between the OP temperature rise, measured by CW laser Raman, and calculated AP temperature rise. The uncertainty caused by this data fitting could be one of the reasons for this discrepancy. However, as shown in previous sections, the AP temperature rise calculation in this work is almost independent of any uncertainty caused by input thermal and optical properties, while in that previous work, they could affect the AP temperature rise calculation. Also, the measured laser power absorption and Raman signal intensity calculation did not include the forward and backward Raman scattering and was simply assumed as \( I_p \). This could lead to a significant difference between the amount of absorbed laser power and calculated Raman intensity-weighted average temperature rise by a thin film (more than 50%). Another point worth mentioning here is that the \( G \) factor determined using \( E_{2g} \) mode is larger than \( A_1g \) ones. Therefore, the difference between \( G \) determined by using in-plane and out-of-plane modes could be attributed to \( C_p \) and \( \tau_p \). Also, the optical properties of MoS\(_2\), i.e., refractive index and extinction coefficient, are a function of the incident laser wavelength. And this affects the laser absorption level of the thin film. Although it changes the absolute value of \( \Delta T_{\text{OP}} \) and \( \Delta T_{\text{AP}} \), their relative value will be intact since our analysis is based on unit absorbed laser power. Therefore, \( \Delta T_{\text{OA}} \) and \( R_{\text{th}} \) will be untouched. However, as shown by Eq. (6) & (7), it will affect the \( G \) factor calculation, and this is considered in our analysis in detail.

4. Conclusion

In summary, we have developed a novel Raman optothermal technique coupled with a TMM Raman signal calculation to characterize the thermal non-equilibrium between optical and acoustic phonons under intense laser irradiation. Also, for the first time, the interfacial thermal transport between a nm-thick film and substrate is determined by considering this non-equilibrium effect. Furthermore, the energy coupling factor between OP and AP was determined for both in-plane and out-of-plane OP modes and is on order of \( \sim 10^{-5} \) W m\(^{-2}\) K\(^{-1}\). Our results indicate that the thermal non-equilibrium is significant, especially under smaller heating areas, and ignoring it as in previous classical optothermalworks, could lead to considerable errors in determining thermal properties. In fact, neglecting these effects can over-estimate \( R_{\text{th}} \) by up to 100%. Also, our results uncovered thermal non-equilibrium induced by ballistic and diffusive phonon transport and different interface thermal resistances of phonon modes. The 2D mode has a higher temperature than LO/TO mode due to such effect. In contrast to previous works, the numerical part of this work has a minimum dependency on the input values of thermal properties of materials, which makes our results more reliable. This technique could be used to characterize other 2D materials and study the thermal non-equilibrium between OP and AP inside them under laser irradiation. Also, it could be extended to other geometries, such as suspended thin-films.

5. Methods

5.1. Mechanical exfoliation and sample preparation

MoS\(_2\) flakes are mechanically exfoliated from bulk crystal (429MS-AB, molybdenum disulfide, small crystals from the U.S.A., SPI Suppliers) using adhesive Scotch tape. The peeled-off flakes are transferred to gel films (Gel-Film, PF-20/1.5-X4, Gel-Pak). Using two 3D nano stages, the gel film and quartz substrate are brought in contact, and the flake is transferred to the substrate by pressing it gently and moving it away from quartz. Subsequently, the morphology and size of the prepared MoS\(_2\) films are characterized by optical and atomic force microscopes (NMAFM-2, Digital Instruments, CA, USA).

5.2. Raman spectroscopy measurement

The Raman measurement in this work is conducted with a Raman system in the backscattering configuration consisting of a 532 nm continuous wave laser (Excelsior-532-150-CDRH, Spectra-Physics), a Raman spectrometer (Voyage, B&K Tek, Inc.), and a microscope (Olympus BX53), as the main parts of the system. The laser power is adjusted using a neutral density (ND) filter that is controlled by a LabView program for precise measurement of the power dependence of each Raman mode’s wavenumber shift (RSC values introduced in the physics section). For more about this Raman system, see our previous works [42-44].

5.3. 3D numerical model and governing equations for \( T_{\text{AP}} \) calculation

The theoretical calculation of the local lumped AP temperature rise was conducted using a 3D numerical modeling program based on the finite volume method. The actual sample size and thickness are used in this calculation. The following two equations are used to simulate hot carrier generations and diffusions, and heat diffusion in the sample:

\[
\frac{\partial \Delta N}{\partial t} = DC^2 \Delta N \frac{\Delta N}{\tau_{\text{e-h}}} + \frac{\partial}{\partial z} \left( r \frac{\partial \Delta T}{\partial z} \right) + \Phi_{\text{tr}} \tag{5}
\]

\[
\rho_{\text{th}} \frac{\partial \Delta T}{\partial t} = \frac{k}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \Delta T}{\partial r} \right) + k \frac{\partial^2 \Delta T}{\partial z^2} + aI \left( \frac{\hbar \nu - E_g}{\hbar} \right) + E_p \Delta N \frac{\partial \Delta T}{\partial z} \tag{6}
\]

where \( \Delta N \) (cm\(^{-3}\)), \( \tau_{\text{e-h}} \) (s), \( n_0 \) (m\(^2\)), \( \Phi \) (number of photons per m\(^2\) s), \( a \) (cm\(^{-1}\)), and \( \Delta T \) (K) are carrier concentration, electron-hole recombination time, equilibrium free carrier density at temperature \( T \), incident photon flux, the optical absorption coefficient of MoS\(_2\) films, and temperature rise, respectively. Also, \( k \) (Wm\(^{-1}\)K\(^{-1}\)), \( E_g \) (Wm\(^{-1}\)K\(^{-1}\)), \( I \) (2.33 eV for the 532 nm laser), and \( E_p \) are in-plane thermal conductivity of MoS\(_2\) out-of-plane thermal conductivity of MoS\(_2\) photon energy of the laser beam, and MoS\(_2\) bandgap, respectively. Note that under the CW laser heating, the left-hand side terms of both equations (time-dependent terms) are zero. Here, \( k \), \( \rho_{\text{th}} \), \( E_g \) of MoS\(_2\) takes 5 Wm\(^{-1}\)K\(^{-1}\), 1.89 MJm\(^{-3}\)K\(^{-1}\), and 1.4 eV, respectively [45,46]. As reported in our previous works, their values have negligible effects on \( \theta_{\text{201b}} \) and \( \Phi_{\text{th}} \) [16]. The laser heating source term \( I \) under both states (only during on-time for amplitude-modulated laser) in cylindrical coordinate is governed by:

\[
I \left( r, z \right) = \frac{I_0}{r_t \exp \left( -r \right) \exp \left( -z \right)} \tag{7}
\]

Here, \( I_0 \) (W m\(^{-2}\)) and \( r_t \) (m) are laser intensity (= \( P / \pi r_t^2 \)) and laser absorption depth, respectively. \( r_t \) is determined as \( \lambda / 4\pi k_t \) = 36.5 nm, where \( k_t \) is the extinction coefficient and is \( \sim 1.16 \) under 532 nm laser (i) for MoS\(_2\) [47]. Here, 1 mW irradiating laser (P) is used to calculate the AP temperature rise. The amount of absorbed laser power \( (I_0 \) is calculated as \( I_0 = P \times (1 - [\left( n_{\text{abs,h}} - 1 \right) / n_{\text{abs,h}} + 1])^2 \times (1 - \exp - \left( \lambda / r_t \right)) \). Here, \( n_{\text{abs,h}} \) is the refractive index of MoS\(_2\) under 532 nm laser and the second term of this equation shows the transmitted power based on the Fresnel reflectivity equation. Here, \( n_{\text{abs,h}} \) is \( \sim 5.237 \) [47]. Using these three equations, the temperature rise \( T \) at each location \( (r, z) \) is calculated, and Raman-intensity weighted average temperature rises \( (\Delta T_{\text{CW20}}, \Delta T_{\text{CW50}}, \Delta T_{\text{CW100}}, \text{and } \Delta T_{\text{V20}}) \) are determined as \( \frac{\partial}{\partial z} \int_{0}^{z} I \nu e^{-z/\tau} Tdv / \int_{0}^{z} I \nu e^{-z/\tau}dv \).
### 5.4. Physics of FET-Raman

As mentioned in Section 2.3, two different laser heating modes of steady-state and transient state are constructed to perform FET-Raman. Fig. 1(e) indicates the Raman shift (ω) and temperature evolution of MoS₂ film during the pulsed laser heating. During pulse on-time (t₀), the sample’s temperature increases, which leads to the redshift of ω for both Raman modes. Here, heating and cooling times are equal: t₀ = t₀ = 1/(2f). For the 500 kHz modulated laser that is used in this work, t₀ and t₀ are 1 μs. Under both states, we do not measure the absolute temperature rise of the MoS₂ like that in steady-state Raman optothermal techniques. Instead, the excited Raman signal is collected under various laser powers (P), and the Raman shift of both Eq. 2 and A₁ g are recorded under these powers. The measured RSC values (ψcw20 and ψcw20) can be written as: ψcw20 = ω/∂ω/∂T and ψcw20 = ω/∂ω/∂T. Here, the interfacial absorption coefficient of MoS₂ film. Then, the normalized RSC is defined as: θRaman = ψcw20/ψcw20. This shows that there is no effect of a and (∂ω/∂T) in θRaman. Using our 3D numerical model, the local lumped Raman intensity-weighted average AP temperature rises under both states (ΔTcw20 and ΔTcw20) are calculated for several k, D, and R/ₚ values using known ρc and as mentioned in the previous paragraph, and θRaman is calculated as: θRaman = ΔTcw20/ΔTcw20. θRaman does not depend on k, D, and ρc and is only a function of R/ₚ. The different contributions of R/ₚ to ΔTcw20 and ΔTcw20 could be illustrated by estimating the total thermal resistance between MoS₂ and quartz, which is the sum of the interfacial thermal resistance (Rₚ) and thermal resistance of quartz (Rsub). For both heating states, Rₚ is R/ₚ/ρc. However, under CW and amplitude-modulated laser heating, Rsub is 1/4πkπ/₂ and 2/√αₐₚ/₁₉/₂kπ/₂, respectively. This shows the different contributions of R/ₚ to the total thermal resistance (Rₚ + Rsub). This is shown in Fig. 1(f) and our previous works about FET-Raman. Therefore, we are able to find R/ₚ by calculating θRaman for a range of R/ₚ, and equating it with the experimental θRaman.

Under pulsed laser heating, two extreme scenarios could be observed. If f is very low, the sample’s temperature rise will reach the steady-state during the heating period (t₀) and will cool down totally during the laser-off time or cooling period (t₀). These two periods are shown in Fig. 1(e). Under this situation, the average temperature rise is Tavg and is similar to a steady heating state without any frequency modulation. If f takes a very high value, t₀ and t₀ will be very short, and the temperature variation during them will be very small. This state is called a quasi-steady state, and the average temperature rise is Tavg. It is proved in our previous works that Tavg/Tavg ≈ 0.5 [49,50], and the sensitivity of FET-Raman is maximum when f is picked in a way that Tavg/Tavg ≈ 0.75. Here, Tavg and Tavg are the average local AP temperature rise under transient (amplitude modulation) and steady (CW laser) states, respectively. Fig. S2 shows our numerical analysis for a MoS₂ film to find the appropriate f, Tavg/Tavg, is calculated for a reasonable range of R/ₚ, and is shown that the sensitivity of FET-Raman to R/ₚ is maximum when f is between 400 and 600 kHz.
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