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Abstract

There is growing interest in high fidelity simulations of buoyancy-driven flows in indoor environ-
ments. This is driven to a large extent by the push to utilize naturally occurring flows to reduce
energy consumption in the built environment. Naturally occurring (buoyancy-driven) flows exhibit
spatiotemporal thermal fluctuations, and accurately capturing these thermal variations is essential
to calculate energy usage. In this work, we deploy a residual-based variational multiscale (VMS)
finite element large-eddy simulation model for accurately modeling buoyancy-driven flows in en-
closed environments. We use the canonical example of the Rayleigh–Bénard convection problem
in 2D and 3D to verify and validate the VMS model. We show good comparison with bench-
mark numerical and experimental results across seven orders of magnitude variation in Rayleigh
numbers (Ra ∼ 103 to 1010), covering laminar, transition, and turbulent regimes without any extra
treatments. We additionally employ weak enforcement of Dirichlet boundary conditions for both
velocity and temperature, and show that comparable results can be produced with much coarser
meshes. This confirms that the VMS framework with weak imposition of Dirichlet boundary con-
ditions is a computationally efficient approach to model buoyancy-driven flow physics in complex
indoor environments.
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1. Introduction

Accurate simulation of coupled heat and momentum transport in incompressible fluids is es-
sential in a variety of engineering applications. One critical application is in building simulations,
which involves understanding and controlling the thermal and flow physics in complex, enclosed
domains. There has been increasing interest in understanding and engineering the coupled thermal
and momentum transport in inhabited domains so as to simultaneously increase the efficiency with
which buildings use energy, while maintaining indoor comfort. Lower energy consumption reduces
the impact of buildings on human health and the environment, reduces greenhouse gas emissions,
enables the integration of onsite renewables, and lowers the economic hurdles to home ownership.
According to the U.S. Energy Information Administration (EIA), even incremental improvements
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in energy efficiency have a significant impact on the U.S. energy budget, since buildings are re-
sponsible for approximately 40% of the total U.S. energy consumption [1].

One promising approach towards enhancing the energy sustainability of buildings has been to
integrate passive natural ventilation (or buoyancy-driven flows) into the building environmental
control system [2–7]. Such an approach requires a detailed understanding of how buoyancy-driven
flows affect, and are affected by, different thermal boundary conditions. This is an area where
robust and reliable computational tools have been scarce, especially for the building design com-
munity [8].

Standard computational fluid dynamics (CFD) approaches based on Reynolds-averaged
Navier–Stokes (RANS) models have been shown not to work well for this class of problems [9–
14]1 and require site-specific and application-specific models [15]. In particular, most RANS-based
models are unable to reliably predict boundary heat transfer coefficients (or Nusselt numbers)
across the necessarily large range of Rayleigh numbers (Ra) that occur during building operation.
In even comparatively simple geometries, the variation in thermal boundary conditions can result
in Rayleigh numbers spanning from 103 (laminar) to 1010 (turbulent), thus making it necessary for
any methods used to reliably and automatically predict Nusselt numbers across this range of flow
conditions.

Recent results suggest that a more high-fidelity approach using large-eddy simulation (LES)
would enable accurately accounting for the effects of natural ventilation [16–18]. Large-eddy
simulation based approaches have been applied for buoyancy-driven flows [19–22] with success.
This is particularly promising with the increase in availability of (as well as ease of access, and
use of) high-performance computing resources that make such simulations possible. Motivated
by the need to reliably model thermal transport in complex enclosed domains, we deploy a finite
element LES model based on the variational multiscale (VMS) method [23–25] for buoyancy-
driven flows. The formulation is similar to the semi-discrete version of the space–time VMS (ST–
VMS) method for the incompressible flows with thermal coupling proposed by Takizawa et al.
[26]. The VMS approach uses variational projections in place of the traditional filtered equations
in LES and focuses on modeling the fine-scale equations. The method is derived completely from
the incompressible Navier–Stokes and heat equations and does not employ any eddy viscosity.

Such VMS formulations have shown significant success in modeling isothermal turbulent
flows [25, 27], and have been extended to a wide range of engineering applications. Yan et al.
[28] proposed a closure model for the fine scales of VMS formulations in density-stratified flows.

1This is often the case due to rapid variations in thermal boundary conditions caused by fluctuations in wind loads,
as well as variations in incident solar radiation. Additionally, indoor spaces exhibit localized regions of laminar,
transition and turbulent behavior. RANS based approaches have difficulty tracking this without a priori information,
which is usually not available.
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Bazilevs et al. [29] proposed a VMS formulation in an ALE framework (ALE–VMS) for stratified
flows on moving domains. Takizawa et al. [26] developed the ST–VMS formulation for a thermo-
fluid analysis of a ground vehicle and its tires. Related work of ALE–VMS and ST–VMS in com-
plex systems can also be found in references [30–34]. Successful extensions of VMS formulations
in other fields have also been carried out, such as multiphase flows [35], magnetohydrodynamic
(MHD) flows [36], and compressible flows [37].

In this work, the VMS formulation for buoyancy-driven flows is augmented with weakly en-
forced Dirichlet boundary conditions. The weak enforcement of Dirichlet boundary conditions in
fluid mechanics, first proposed by Bazilevs and Hughes [38], improves the accuracy of simulations
of flows with thin boundary layers. Such a strategy releases the point-wise no-slip condition im-
posed at the boundary of the fluid domain and instead allows the flow to slip on the solid surface,
thus minimizing the mesh resolution required to track the steep gradients close to the boundaries.
Note that this effect reliably imitates the presence (and effect) of the thin boundary layer [39, 40].
Enforcing Dirichlet boundary conditions weakly allows for an accurate overall flow solution even if
the mesh size in the wall-normal direction is relatively large. This approach has substantially ben-
efited efficient simulations of turbulent flow scenarios as demonstrated in Bazilevs et al. [39, 41].
It has since been successfully extended to applications of incompressible thermal flows such as ve-
hicle disk break simulations and wind turbine simulations [29, 42, 43]. The weak enforcement of
Dirichlet boundary conditions is of particular interest in this work due to the thin boundary layers
present in the built environment.

This paper is outlined as follows. In Section 2, we develop the formulations of VMS method
and the weak imposition of Dirichlet boundary conditions for both velocity and temperature. Sec-
tion 3 illustrates the numerical implementation of the proposed method. Section 4 verifies and
validates the VMS formulation and shows its ability to produce accurate results for an extensive
range of Ra from 103 to 1010 for both 2D and 3D cases. The advantage of applying weakly enforced
Dirichlet boundary conditions is also demonstrated in this section. Section 5 draws conclusions
and outlines the potential of applying the proposed method in the future work of indoor simulations
for complex buildings.

2. Variational multiscale formulation and discretization

2.1. Strong and weak formulations of the continuous problem

In what follows, Ω ⊂ Rd, d = 2, 3, denotes the spatial domain of the problem with boundary Γ.
The Navier–Stokes equations of incompressible flow may be written on Ω as

∂u
∂t

+∇∇∇ · (u ⊗ u) = −
1
ρ
∇∇∇p + ν∇∇∇2u + f (u,T ) , (1)
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∇∇∇ · u = 0 , (2)

where u is the velocity, f is the forcing function (velocity–temperature coupling), p is the pressure,
ρ is the fluid density, ν is the kinetic viscosity, T is the temperature, and ∇∇∇ is the spatial gradients.
The energy equation may be written on Ω as

∂T
∂t

+∇∇∇ · (uT ) = α∇∇∇2T , (3)

where α is the thermal diffusivity. Based on our application scenario, we assume the Boussinesq
approximation for the velocity–temperature coupling, thus

f = −ĝ β (T − Tr) , (4)

where ĝ is the gravitational acceleration, β is the thermal expansion, and Tr is the reference tem-
perature. The problem (1)–(4) is subject to suitable boundary conditions, defined on the domain
boundary, Γ = ΓD ∪ ΓN with ΓD = ΓD

u ∪ ΓD
T and ΓN = ΓN

u ∪ ΓN
T :

u = ug on ΓD
u , (5)

T = Tg on ΓD
T , (6)

−
p
ρ

n + ν∇∇∇u · n = hu on ΓN
u , (7)

α∇∇∇T · n = hT on ΓN
T , (8)

where ug and Tg are prescribed velocity and temperature at the Dirichlet boundaries ΓD
u and ΓD

T ,
respectively, hu and hT are given functions at the Neumann boundaries ΓN

u and ΓN
T , respectively,

and n is the unit normal vector.
Let V be the space of both trial solutions and test functions. The variational formulation is

stated as: Find {u, p,T } ∈ V such that ∀{w, q, l} ∈ V,

B ({w, q, l}, {u, p,T }) − F ({w, q, l}, {u, p,T }) = 0 , (9)

where

B ({w, q, l}, {u, p,T }) =

∫
Ω

w ·
∂u
∂t

dΩ −

∫
Ω

∇∇∇w : (u ⊗ u) dΩ +

∫
Ω

∇∇∇w : ν∇∇∇u dΩ

−

∫
Ω

p
ρ
∇∇∇ · w dΩ +

∫
Ω

q∇∇∇ · u

+

∫
Ω

l
∂T
∂t

dΩ −

∫
Ω

∇∇∇l · (uT ) +

∫
Ω

∇∇∇l · α∇∇∇T dΩ , (10)
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and

F ({w, q, l}, {u, p,T }) =

∫
Ω

w · f dΩ −

∫
ΓN

u

(w · u) u · n dΓ +

∫
ΓN

u

w · hu dΓ

−

∫
ΓN

T

lTu · n dΓ +

∫
ΓN

T

l hT dΓ. (11)

Note that f is a function of T .

2.2. Semi-discrete variational multiscale formulation

Following the development in Takizawa et al. [26] and extending the variational multiscale
theory [25] to the buoyancy-driven convection problem, the space of trial solution and weighting
function is split into coarse and fine scales as V = Vh ⊕ V′, where the superscript h denotes
resolved coarse scales represented by the finite element discretization and the primed quantity
corresponds to the unresolved fine scales that need to be modeled. The decomposition of the space
leads to

{u, p,T } = {uh, ph,T h} + {u′, p′,T ′} , (12)

{w, q, l} = {wh, qh, lh} + {w′, q′, l′} . (13)

Substituting Eq. (12) into Eq. (9) and choosing {w, q, l} = {wh, qh, lh} yields

B
(
{wh, qh, lh}, {uh, ph,T h} + {u′, p′,T ′}

)
− F

(
{wh, qh, lh}, {uh, ph,T h} + {u′, p′,T ′}

)
= 0 . (14)

Because {wh, qh, lh} are in a finite-dimensional space, Eq. (14) leads to a finite-dimensional system
of equations for which the coarse scale variables {uh, ph,T h} are the unknowns. The variational
statement (14) indicates that the coarse scale equations depend on the fine-scale fields. The fine
scales {u′, p′,T ′} are not given and their effects on the coarse-scale equations must, therefore, be
modeled. To simplify Eq. (14), three assumptions are typically employed: (1) the fine scales are
orthogonal to the coarse scales with respect to the inner-product generated by the viscous term; (2)
the fine scales are quasi-static; and (3) the fine scales variables are zero at the domain boundary.

We decompose the domain Ω into a collection of Nel disjoint elements each denoted by
Ωe, Ω =

⋃Nel
e=1 Ωe. We follow the developments in Bazilevs et al. [25] and arrive at the semi-

discrete variational multiscale formulation for the buoyancy-driven convection problem as: Find
{uh, ph,T h} ∈ Vh such that ∀{wh, qh, lh} ∈ Vh,

BVMS
(
{wh, qh, lh}, {uh, ph,T h}

)
− FVMS

(
{wh, qh, lh}, {uh, ph,T h}

)
= 0 , (15)
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where

BVMS
(
{wh, qh, lh}, {uh, ph,T h}

)
=

∫
Ω

wh ·
∂uh

∂t
dΩ +

∫
Ω

wh ·
(
uh · ∇∇∇uh

)
dΩ +

∫
Ω

∇∇∇wh : ν∇∇∇uh dΩ

−

∫
Ω

ph

ρ
∇∇∇ · wh dΩ +

∫
Ω

qh∇∇∇ · uh

+

∫
Ω

lh ∂T h

∂t
dΩ +

∫
Ω

lh
(
uh · ∇∇∇T h

)
dΩ +

∫
Ω

∇∇∇lh · α∇∇∇T h dΩ

−

Nel∑
e=1

∫
Ωe

(
uh · ∇∇∇wh +∇∇∇qh

)
· u′ dΩ −

Nel∑
e=1

∫
Ωe

(
uh · ∇∇∇lh

)
T ′ dΩ −

Nel∑
e=1

∫
Ωe

p′

ρ
∇∇∇ · wh dΩ

+

Nel∑
e=1

∫
Ωe

wh ·
(
u′ · ∇∇∇uh

)
dΩ −

Nel∑
e=1

∫
Ωe
∇∇∇wh :

(
u′ ⊗ u′

)
dΩ

+

Nel∑
e=1

∫
Ωe

lh
(
u′ · ∇∇∇T h

)
dΩ −

Nel∑
e=1

∫
Ωe
∇∇∇lh ·

(
u′T ′

)
dΩ , (16)

and

FVMS
(
{wh, qh, lh}, {uh, ph,T h}

)
=

∫
Ω

wh · fh dΩ +

Nel∑
e=1

∫
Ωe

wh · f′ dΩ +

∫
ΓN

u

wh · hu dΓ +

∫
ΓN

T

lh hT dΓ. (17)

In the above, f′ = −ĝβT ′. Bazilevs et al. [25] proposed solutions of the fine scale variables as
a linear approximation based on the residuals of the coarse-scale equations for isothermal flows.
Following the development in Takizawa et al. [26] and extending the same approximation to the
energy equation, we have

u′ = −τMrM

(
{uh, ph,T h}

)
, (18)

p′ = −τCrC

(
uh

)
, (19)

T ′ = −τErE

(
{uh,T h}

)
, (20)

where

rM =
∂uh

∂t
+ uh · ∇∇∇uh +

1
ρ
∇∇∇ph − ν∇∇∇2uh − fh, (21)

rC = ∇∇∇ · uh, (22)

rE =
∂T h

∂t
+ uh · ∇∇∇T h − α∇∇∇2T h, (23)
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τM =

(
4

∆t2 + uh ·Guh + CMν
2G : G

)−1/2

, (24)

τC = (τMg · g)−1 , (25)

τE =

(
4

∆t2 + uh ·Guh + CEα
2G : G

)−1/2

, (26)

and

Gi j =
∂ξk

∂xi

∂ξk

∂x j
, (27)

G : G = Gi jGi j, (28)

gi =

d∑
j=1

∂ξ j

∂xi
, (29)

g · g = gigi. (30)

In the above, CM and CE are positive constants that can be derived from element-wise inverse
estimates [44, 45]. G and g are mesh-dependent quantities related to the mapping from physical
elements to the isoparametric element. The repeated indices in Eq. (27)–(30) follow summation
rule of index notation.

The terms in the second, third and fourth line in Eq. (16) make up the standard Galerkin form,
B

(
{wh, qh, lh}, {uh, ph,T h}

)
, of the Navier–Stokes equations and energy equation. Note, however,

that we expand the coarse-scale convection terms in these equations into their convective form [46].
The fifth line incorporates the classical stabilization terms, such as streamline-upwind/Petrov–
Galerkin (SUPG) and pressure-stabilizing/Petrov–Galerkin (PSPG) [47, 48]. We also have the
SUPG stabilization term in the energy equation. The last two lines incorporate additional terms
produced by the VMS formulation [25]. The terms incorporating the fine-scale variables added
onto the standard Galerkin terms can be interpreted as the combination of the classical stabilization
and VMS turbulence modeling for the buoyancy-driven convection problem.

2.3. Weakly imposed boundary conditions for both velocity and temperature

Weak imposition of Dirichlet boundary conditions in the sense of Nitsche’s method [49] has
been successfully developed and applied to incompressible isothermal [27, 38–41, 50] and ther-
mal [29, 42, 43] flows, compressible flows [51, 52], and immersogeometric flow analysis [53–57].
Building upon the previous work, we apply the weak imposition of Dirichlet boundary conditions
to the two-equation system here. Decomposing the domain boundary Γ into Neb surface elements
each denoted by Γb, the semi-discrete formulation with weakly imposed boundary conditions for
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the buoyancy-driven convection problem may be written as

BVMS
(
{wh, qh, lh}, {uh, ph,T h}

)
− FVMS

(
{wh, qh, lh}, {uh, ph,T h}

)
−

Neb∑
b=1

∫
Γb ⋂

ΓD
u

wh ·

(
−

ph

ρ
n + ν∇∇∇uh · n

)
dΓ −

Neb∑
b=1

∫
Γb ⋂

ΓD
T

lhα∇∇∇T h · n dΓ

−

Neb∑
b=1

∫
Γb ⋂

ΓD
u

(
ν∇∇∇wh · n +

qh

ρ
n
)
·
(
uh − ug

)
dΓ −

Neb∑
b=1

∫
Γb ⋂

ΓD
T

α∇∇∇lh · n
(
T h − Tg

)
dΓ

+

Neb∑
b=1

∫
Γb ⋂

ΓD
u

τB
Mwh ·

(
uh − ug

)
dΓ +

Neb∑
b=1

∫
Γb ⋂

ΓD
T

τB
Elh

(
T h − Tg

)
dΓ = 0. (31)

The second line in Eq. (31) incorporates the consistency terms arising from the integration by parts
when deriving the weak form of pressure, viscous, and heat diffusion terms in Eqs. (1)–(3) without
setting the test functions to zero at the Dirichlet boundaries. These terms ensure the variational
consistency of the method. Note that since the convective form for the coarse-scale convection
terms is used, there are no boundary terms generated from them. The third line incorporates the so-
called adjoint consistency terms, which are linked to optimal convergence of the discrete solution
in lower-order norms [58]. The fourth line incorporates the penalty-like stabilization terms, with
τB

M and τB
E being the stabilization parameters, that penalize the deviation of the discrete solution

from its prescribed value at the boundary. Also, these terms are necessary to ensure the stability (or
coercivity) of the discrete formulation, which may be lost due to the introduction of consistency
and adjoint consistency terms [59, 60].

It has been noted in previous work that the stabilization parameters in weak boundary condition
formulations cannot be too large. If they are too large, they assume a penalty-type character,
affecting the conditioning of the stiffness matrix and overshadowing the variational consistency.
The parameters should not be too small either due to stability considerations. Bazilevs and Hughes
[38] proposed τB

M to have the following form τB
M = CB

Mν/h, where h is the wall-normal element
size and CB

M is a positive constant that can be computed from an appropriate element-level inverse
estimate [45]. Similarly, we define τB

E = CB
Eα/h, with CB

E having the same definition as CB
M.

3. Numerical method and implementation

3.1. Time discretization and averaging over time

We employ a finite difference based fully implicit backward Euler scheme for the discretization
of the equations in time. The time step size ∆t is selected using the CFL condition. We define the
set of variables as U = {uh, ph,T h}. The time-averaged statistics of U in the quasi-steady state
can be expressed as U =

∫ t

ts
U dt/(t − ts), where ts is the time at which we start collecting data to
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compute the averages, and t− ts is a sufficiently long time interval. The fluctuations of the variables
are defined as UF = U − U. We average the square of the velocity components, pressure, and
temperature in UF in the same time interval to obtain the time-averaged statistics of the fluctuation
quantities. We report the mean profiles U and the fluctuation profiles in Section 4 to verify and
validate our framework.

3.2. Block iterative method

We employ the Newton–Raphson method and a block-iterative strategy [61] to solve the set
of nonlinear Navier–Stokes and energy equations (due to the very stiff nature of the fully-coupled
system). In the block-iterative strategy, we form two individual systems, one for the Navier–Stokes
equations and one for the energy equation, and solve them self-consistently at every time step. For
each block iteration, we first solve the energy equation for the temperature field with velocity and
pressure fields known from the previous iteration (or time step if in the first iteration). The newly
obtained temperature field is passed to the Navier–Stokes equations to solve for the velocity and
pressure fields. We then update every variable and compute the L2 norm error of the fields. We
continue the self-consistent block iterations until the relative L2 norm error for every variable field
is less than a tolerance.2 The flowchart of the approach is shown in Figure 1.

3.3. Non-dimensional form

We solve the equations in their non-dimensional form. This is done by scaling the variables as
follows:

x∗ =
x
L0
, u∗ =

u
u0
, t∗ =

t
t0
, p∗ =

p
ρu2

0

, θ =
T − Tr

∆T
. (32)

Here, (·)∗ represents dimensionless quantities, L0 is the characteristic length of the problem, u0

is the characteristic velocity, u0 = (ĝβ∆T L0)1/2 for buoyancy-driven flows, where ĝ is the accel-
eration due to gravity, t0 = L0/u0 is the characteristic time, ∆T = Th − Tc is the temperature
differential of the highest temperature Th and the lowest temperature Tc, and θ is the dimension-
less temperature. We choose the reference temperature Tr to be the lowest temperature Tc. The
non-dimensionalization results in the following set of equations:

∂u∗

∂t∗
+∇∇∇∗ · (u∗ ⊗ u∗) +∇∇∇∗p∗ −

√
Pr
Ra
∇∇∇∗2u∗ − f∗ = 0 (33)

∇∇∇∗ · u∗ = 0 (34)

∂θ

∂t∗
+∇∇∇∗ · (u∗θ) −

√
1

PrRa
∇∇∇∗2θ = 0, (35)

2In this work, we find a tolerance of 0.1% provides a good balance between the computational time and solution
accuracy.
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Given solution Un =
(
{uh, ph,T h}

)n

from previous time step tn

Initialize block interation: i = 0;(
uh

)n+1

(0)
=

(
uh

)n
,
(
ph

)n+1

(0)
=

(
ph

)n
,
(
T h

)n+1

(0)
=

(
T h

)n

i = i + 1

Solve energy equation with(
uh

)n+1

(i−1)
and

(
ph

)n+1

(i−1)
to obtain

(
T h

)n+1

(i)

Solve Navier–Stokes equations with(
T h

)n+1

(i)
to obtain

(
uh

)n+1

(i)
and (p)n+1

(i)

Check if

∥∥∥Un+1
(i) −Un+1

(i−1)

∥∥∥
2∥∥∥Un+1

(i−1)

∥∥∥
2

> 0.001

Obtain solution:(
uh

)n+1
=

(
uh

)n+1

(i)
,
(
ph

)n+1
=

(
ph

)n+1

(i)
,
(
uh

)n+1
=

(
uh

)n+1

(i)

yes

no

Figure 1: A flowchart of the block-iterative strategy for solving the Navier–Stokes and energy equations system.

where Ra = ĝβ∆T L3
0/να is the Rayleigh number, Pr = ν/α is the Prandtl number, ∇∇∇∗ = ∂

∂x∗ is the
dimensionless spacial gradient operator, and f∗ = eĝθ, where eĝ is the unit vector pointing in the
direction of gravity.

3.4. Implementation

We implement the variational multiscale method and the weakly imposed boundary condition
method for buoyancy-driven flows within our in-house parallel finite element framework. We cou-
ple our framework with an open source package PETSc [62], to employ its scalable nonlinear
equation solvers (SNES) as well as its linear Krylov subspace solvers (KSP). Domain decomposi-
tion is performed with the parallel partitioning package ParMETIS [63].
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Figure 2: Geometries and boundary conditions for the 2D (left) and 3D (right) cases of the Rayleigh–Bénard convec-
tion problem.

4. Rayleigh–Bénard convection problem

The Rayleigh–Bénard convection phenomena serves as the canonical problem that we choose
to model in this work. This is a very well studied problem, with extensive experimental and com-
putational results available for comparison. It is also a typical representative of buoyancy-driven
flows in enclosed geometries that is relevant to our application. We consider a (non-dimensional)
Rayleigh–Bénard convection problem with temperature differential applied on the vertical walls.
We consider simulations in both 2D and 3D cases as shown in Figure 2. No-slip boundary condi-
tions are applied on all walls.

We first show 2D results with strongly imposed boundary conditions. Simulations are per-
formed for an extensive range of Ra numbers from 103 to 1010 at Pr = 0.7. The surface (hot wall)
averaged Nusselt number Nu is examined for the mesh convergence studies. This is motivated
from the building science application where the net heat transfer from surfaces (given by the Nus-
selt number) is a key quantity of interest. The local Nu and surface averaged Nu on the hot wall
ΓH with area AH are defined as Nu = ∇∇∇∗θ ·n and Nu =

∫
ΓH

Nu dΓ/AH, respectively. We also present
the convergence of mean temperature profile along horizontal median line for one laminar case
(Ra = 105) and one turbulent case (Ra = 109) to show the element-wise convergence.

We then show 3D results with strongly imposed boundary conditions. Mesh convergence stud-
ies for a laminar case with Ra = 1.89×105 and a turbulent case with Ra = 1.5×109 are performed.
The results of Nu, mean profiles, and fluctuation profiles are compared with experimental data and
numerical results from the literature.

Finally, the weak enforcement of Dirichlet boundary conditions for both velocity and tempera-
ture is applied for the 2D and 3D cases. Mesh convergence studies and comprehensive comparisons
with results obtained using strongly imposed boundary conditions are carried out to illustrate the
computational advantages of the weakly imposed boundary conditions.
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Table 1: 2D mesh convergence results for Nu. The underline indicates the mesh size at which the Nusselt number has
reached a converged value (difference of Nu for two successive mesh sizes is less than 2%).

Ra (Laminar) Ra (Transition) Ra (Turbulent)
Uniform mesh 103 104 105 106 107 108 109 1010

50 × 50 1.117 2.240 4.488 8.585 14.99 22.78 28.90 33.15
100 × 100 1.118 2.244 4.511 8.772 16.15 27.91 43.23 57.66
200 × 200 1.118 2.245 4.516 8.810 16.44 29.67 51.18 81.22
400 × 400 - - - - - 30.1 53.81 93.40
600 × 600 - - - - - - 54.29 96.63
800 × 800 - - - - - - - 97.29
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Figure 3: 2D mesh convergence results for mean temperature profile. (a) Laminar case (Ra = 105). (b) Turbulent case
(Ra = 109).

4.1. 2D cases

4.1.1. Mesh convergence studies

We employ a unit square with a uniform mesh to report consistent results across a range of
Ra. The results for 2D cases are shown in Table 1. One can observe that for the laminar cases Nu

rapidly converges; even a coarse mesh is enough to resolve the thermal boundary layer for these
cases. For higher Ra, a denser mesh is required. The convergence of Nu value is clear across the
wide range of Ra from 103 to 1010. We identify the converged value with an underline at each Ra

when the difference of Nu for two successive mesh densities is less than 2%. The convergence of
mean temperature profile is shown in Figure 3.

4.1.2. Comparisons of averaged Nusselt numbers and maximum velocities

To validate the results of our solution, we compare the averaged Nusselt number Nu, maxi-
mum horizontal velocity along the vertical median line, and maximum vertical velocity along the
horizontal median line with previously reported computational results. Note that in what follows,

13



Table 2: Comparisons of Nu and maximum velocities and locations along median lines from Ra = 103 to Ra = 106

for the 2D cases.

Ra Ref. [64] Ref. [11] This work
103 Umax (y) 0.136 (0.813) 0.153 (0.806) 0.138 (0.815)

Vmax (x) 0.138 (0.178) 0.155 (0.181) 0.139 (0.180)
Nu 1.118 1.114 1.118

104 Umax (y) 0.192 (0.823) 0.193 (0.818) 0.194 (0.825)
Vmax (x) 0.234 (0.119) 0.234 (0.119) 0.235 (0.120)

Nu 2.243 2.245 2.245
105 Umax (y) 0.153 (0.855) 0.132 (0.859) 0.132 (0.855)

Vmax (x) 0.261 (0.066) 0.258 (0.066) 0.259 (0.065)
Nu 4.519 4.51 4.516

106 Umax (y) 0.079 (0.850) 0.077 (0.859) 0.078 (0.850)
Vmax (x) 0.262 (0.038) 0.260 (0.039) 0.263 (0.040)

Nu 8.799 8.806 8.810

the finest mesh from each convergence study is used when reporting results for the comparisons.
We first compare our results with references [11, 64] for the laminar and transition regimes with
Ra ≤ 106. These comparisons are shown in Table 2 and illustrate excellent agreement with previ-
ous work.

We next compare our results with reference data for the transition and turbulent cases with
Ra ≥ 107. Here, we compare our results with reported solutions that were computed using both
RANS models [9, 11] and LES models [65, 66] to indicate the difference between them, as shown
in Table 3. We see that once Ra goes beyond 108, the RANS models start to produce increasingly
diverging results from the more accurate LES models. Our results of Nu compare well with the
LES models across the complete range of Ra, as expected. We also compare the maximum veloc-
ities and corresponding locations in Table 4. Our results compare well with other reported LES
results for Ra = 107 and Ra = 108. For Ra = 109, our results generally agree with Dixit and Babu
[67] along the horizontal median line, but exhibit a discrepancy for the maximum horizontal ve-
locity. We speculate that this could be due to an under-resolved boundary layer, which may result
in different point-wise estimates even though the averaged Nu shows converged behavior. We also
speculate that when the boundary layer is better resolved, we do not need excessive mesh resolu-
tion outside the boundary layers in order to achieve good accuracy of the quantities of interest. To
test these speculations, we use a clustered mesh with a mesh density of 100×100 that concentrates
elements near all boundaries so that the boundary layer is better resolved. We employ a hyperbolic
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Table 3: Comparisons of Nu from Ra = 107 to Ra = 1010 for the 2D cases.

Ra Ref. [9] Ref. [11] Ref. [65] Ref. [66] This work
(RANS) (RANS) (LES) (LES)

107 16.47 - 17.2 16.76 16.44
108 32.05 32.3 31.2 30.43 30.1
109 74.96 60.1 58.1 51.25 54.29
1010 156.85 134.6 - 99.96 97.29

Table 4: Comparisons of the maximum velocities and locations along median lines from Ra = 107 to Ra = 1010 for
the 2D cases.

Ra Ref. [9] Ref. [67] Ref. [68] Ref. [69] This work
107 Umax (Y) - 0.0621 (0.851) 0.0562 (0.879) 0.0548 (0.92) 0.0564 (0.878)

Vmax (X) - 0.265 (0.020) 0.264 (0.021) 0.270 (0.021) 0.264 (0.023)
108 Umax (Y) 0.0615 (0.941) 0.0466 (0.937) 0.0385 (0.928) 0.0353 (0.94) 0.0399 (0.930)

Vmax (X) 0.217 (0.0135) 0.268 (0.0112) 0.266 (0.012) 0.274 (0.013) 0.266 (0.0125)
109 Umax (Y) - 0.0190 (0.966) - - 0.0270 (0.937)

Vmax (X) - 0.258 (0.0064) - - 0.267 (0.00667)
1010 Umax (Y) 0.0278 (0.9625) 0.0278 (0.94) - - 0.0143 (0.956)

Vmax (X) 0.202 (0.0055) 0.257 (0.49) - - 0.270 (0.00375)

Table 5: Comparison of the maximum horizontal velocity and the location along the vertical median line for the 2D
case of Ra = 109.

Ra This work This work Ref. [67]
600 × 600 (uniform) 100 × 100 (stretched)

109 Umax (Y) 0.0270 (0.937) 0.0207 (0.943) 0.0190 (0.966)

tangent stretching function to cluster the uniform mesh. The hyperbolic function is

xnew =
1
2

1 +
tanh

(
c( x

L −
1
2 )

)
tanh

(
a
2

)  , (36)

where x is the original coordinate in the uniform mesh, xnew is the new coordinate in the stretching
direction, L is the domain size in the corresponding stretching direction, and c (= 5) is the stretch-
ing factor. Table 5 shows the comparison of the maximum horizontal velocity and the location
along the vertical median line for Ra = 109 using uniform and stretched meshes. We can see that
the stretched mesh produces results that are closer to the reference data.

4.1.3. Comparisons of mean profiles

We perform comparisons of the mean profiles for a laminar case (Ra = 105) with Barakos et al.
[11] and for a turbulent case (Ra = 109) with Salat et al. [19]. We report the mean temperature
and vertical velocity along the horizontal median line, and the mean temperature and horizontal
velocity along the vertical median line, when the data is available in the literature. Figure 4 shows
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Figure 4: Mean profile comparisons for the present 2D simulation (200×200 uniform mesh) and Barakos et al. [11] at
Ra = 105. (a) The temperature along the horizontal median line. (b) The vertical velocity along the horizontal median
line. (c) The horizontal velocity along the vertical median line.

that the simulation results (obtained using a uniform mesh of 200×200) are in excellent agreement
with Barakos et al. [11] for the laminar case. For the turbulent case shown in Figure 5, we plot
results obtained using both the uniform mesh of 600 × 600 and the stretched mesh of 100 × 100,
and compare them to the reference data of Salat et al. [19].3 The comparisons show that the
uniform mesh of 600 × 600 and the stretched mesh of 100 × 100 produce very similar results
that are comparable to the reference results of Salat et al. [19], except for the horizontal velocity
along the vertical median line shown in Figure 5d, in which, the stretched mesh of 100 × 100
produces results that are closer to the reference data. From this study, we conclude that it would be
reasonable to deploy this stretched mesh with a similar mesh density in the boundary layer to the
3D cases considered in the next section. In Section 4.3, we will show that imposing the Dirichlet
boundary conditions weakly can produce accurate results even on a uniform mesh of 100 × 100.
We conclude this subsection by plotting 2D contours of temperatures and velocity magnitudes as
well as streamlines of the laminar and turbulent cases in Figure 6.

4.2. 3D cases

4.2.1. Mesh convergence studies

We start this subsection by performing mesh convergence studies for two 3D cases: a laminar
case with Ra = 1.89 × 105 and a turbulent case with Ra = 1.5 × 109. The problem setup is shown
in Figure 2. To compare with available results from the literature, the laminar case is simulated
in a unit cubic cavity, while the turbulent case is simulated in a cuboid with an aspect ratio of
1× 1× 0.32, which is identical to the experimental geometry reported in Salat et al. [19]. Uniform
meshes are employed for the laminar case. For the turbulent case, we employ the clustered (or

3Note that we compare our results at Ra = 109 with 2D LES results in Salat et al. [19], which was computed at
Ra = 1.5 × 109.
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Figure 5: Mean profile comparisons for the present 2D simulations at Ra = 109 using a 600 × 600 uniform mesh and
a 100 × 100 stretched mesh, and 2D LES results of Salat et al. [19] at Ra = 1.5 × 109. (a) The temperature along
the horizontal median line. (b) The vertical velocity along the horizontal median line. (c) The temperature along the
vertical median line. (d) The horizontal velocity along the vertical median line.

Table 6: 3D mesh convergence results for Nu. The underline indicates the mesh size at which the Nusselt number has
reached a converged value. Note that the meshes are uniform for the laminar case of Ra = 1.89× 105 and stretched for
the turbulent case of Ra = 1.5 × 109.

Ra = 1.89 × 105 Ra = 1.5 × 109

50 × 50 × 50 5.221 50 × 50 × 16 60.2
70 × 70 × 70 5.252 70 × 70 × 22 60.7

100 × 100 × 100 5.265 100 × 100 × 32 61.0

stretched) meshes discussed earlier (with c = 5). We report convergence results of Nu in Table 6.
For both cases, the convergence of the surface averaged Nusselt number is rapid. We also show
the convergence of mean temperature profile along horizontal median line in Figure 7.

17



(a) (b)

(c) (d)

Figure 6: Visualizations of present 2D cases. (a) The streamline and velocity magnitude contour at Ra = 105. (b) The
temperature contour at Ra = 105. (c) The streamline and velocity magnitude contour at Ra = 109. (d) The temperature
contour at Ra = 109.

4.2.2. Comparisons of averaged Nusselt numbers

We compare the value of Nu for the laminar case using a uniform mesh of 100 × 100 × 100
with available experimental and numerical results in Table 7. Good agreement is observed with
the result calculated using a numerical correlation formulation in Fusegi et al. [70] with Ra =

1.89 × 105, and the finite-difference simulation results reported in Mallinson and De Vahl Davis
[71] with Ra = 1.5 × 105. For the turbulent case, we compare the Nu obtained using a stretched
mesh of 100 × 100 × 32 with the 3D DNS result reported in Salat et al. [19]. This comparison is
shown in Table 8 and exhibits good agreement.

4.2.3. Comparisons of mean profiles

We perform mean profile comparisons for the laminar case of Ra = 1.89 × 105 with finite-
difference simulation results in Fusegi et al. [70] obtained at Ra = 105 and experimental results
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Figure 7: 3D mesh convergence results for mean temperature profile. (a) Laminar case (Ra = 1.89×105). (b) Turbulent
case (Ra = 1.5 × 109). Note that the meshes are uniform in the laminar case and stretched in the turbulent case.

Table 7: Comparisons of Nu for the 3D laminar case of Ra = 1.89 × 105. Note that results in Ref. [71] were obtained
at Ra = 1.5 × 105.

This work Ref. [70] Ref. [71]
Ra Overall Mid-plane Overall Mid-plane Overall Mid-plane

1.89 × 105 5.265 5.535 5.252 5.537 5.31 5.71

Table 8: Comparison of Nu for the 3D turbulent case of Ra = 1.5 × 109. The result in this work is obtained using a
stretched mesh of 100 × 100 × 32.

Ra This work Ref. [19] (DNS)
1.5 × 109 61.0 60.1

in Krane and Jessee [72] obtained at Ra = 1.89 × 105. We plot the mean temperature and vertical
velocity along the horizontal median line, and mean temperature and horizontal velocity along the
vertical median line, as shown in Figure 8. The overall comparisons are in good agreement as seen
in Figures 8a, 8b, and 8d. Along the vertical direction, larger discrepancies are found (between the
numerical solutions and experimental result) for the temperature near the top and bottom walls as
seen in Figure 8c. Note that both our numerical solution and the numerical solution from Fusegi
et al. [70] are in good agreement but differ from the experimental result. This is because it is very
difficult to physically maintain a perfect no-heat-flux boundary condition in experiments, which
can be clearly seen by the non-perpendicular slope to those walls in the experimental result.4

As explained above, it is challenging to maintain a perfect no-heat-flux boundary condition in
experiments. Therefore, for the turbulent case of Ra = 1.5 × 109, we carry out another simula-

4One way to fix this discrepancy is to specify the experimental values of temperature on top and bottom walls as
Dirichlet boundary conditions, instead of specifying no-heat-flux boundary conditions.
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Figure 8: Mean profile comparisons for the present 3D simulation at Ra = 1.89×105, numerical results of Fusegi et al.
[70] at Ra = 105, and experimental results of Krane and Jessee [72] at Ra = 1.89 × 105. (a) The temperature along
the horizontal median line. (b) The vertical velocity along the horizontal median line. (c) The temperature along the
vertical median line. (d) The horizontal velocity along the vertical median line.

tion (using the same stretched mesh of 100 × 100 × 32) where we impose the experimental values
of temperature from Salat et al. [19] at top and bottom walls as Dirichlet boundary conditions,
and compare our results with the experimental results, as well as 3D DNS and 3D LES results
in Salat et al. [19] using the same Dirichlet boundary conditions. The comparisons are shown in
Figure 9. We can see that in the horizontal direction, all the numerical results are nearly identical,
but slightly underestimate the temperature compared to the experimental results. For vertical ve-
locity, our 3D result matches the 3D LES result, with minor variations with the 3D DNS results and
experimental results. In the vertical direction, all the numerical results are close, but differ from
the experimental result for temperature. We speculate that this could again be due to the difficulty
in maintaining a constant temperature at these large Ra numbers in the experiment. The horizontal
velocity compares very well, with our 3D result matching both the experimental as well as the 3D
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Figure 9: Mean profile comparisons for the present 3D simulation and Salat et al. [19] at Ra = 1.5 × 109. (a) The
temperature along the horizontal median line. (b) The vertical velocity along the horizontal median line. (c) The
temperature along the vertical median line. (d) The horizontal velocity along the vertical median line.

DNS results.

4.2.4. Comparisons of fluctuation profiles for the turbulent case

The comparisons of the fluctuation quantities with Salat et al. [19] for the 3D turbulent case
of Ra = 1.5 × 109 are shown in Figure 10. Along the horizontal direction, our fluctuation results
best match the experimental results for temperature as compared with other numerical results in
Figure 10a. The velocity fluctuations are reasonably captured in Figure 10b. Note, however, that
the scale of these fluctuations is one order of magnitude bigger than the corresponding fluctuations
of the horizontal velocity component in the vertical direction in Figure 10d, which is well captured
by our framework. Finally, the temperature fluctuations in the vertical direction are shown in Fig-
ure 10c, with all numerical results overestimating the magnitudes. In this case too, the magnitude
of the temperature fluctuations is one order magnitude lower than that in the horizontal direction
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Figure 10: Fluctuation distribution comparisons for the present 3D simulation and Salat et al. [19] at Ra = 1.5×109. (a)
The temperature along horizontal direction. (b) The vertical velocity along horizontal direction. (c) The temperature
along vertical direction. (d) The horizontal velocity along vertical direction.

in Figure 10a. Overall, these results suggest that the fluctuations in both temperature and velocity
are reasonably well captured by the VMS based approach.

4.3. 2D cases with weakly imposed boundary conditions

4.3.1. Mesh convergence studies

In this subsection, we impose the Dirichlet boundary conditions weakly (termed “weak BC”)
using Eq. (31) and re-simulate the 2D cases for Ra from 103 to 1010 with a uniform mesh. The re-
sults are compared to those obtained using strongly imposed Dirichlet boundary conditions (termed
“strong BC”) in previous sections. Since the Prandtl number Pr is close to unity, the thickness of
the thermal boundary layer will be comparable with that of the fluid boundary layer. As a result,
we apply the weak imposition of Dirichlet boundary conditions for both velocity and temperature.
Following the conservative traction definition for weak BC of isothermal flows [27], we compute
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Table 9: 2D mesh convergence results of Nu for weak BC simulations.

Ra (Laminar) Ra (Transition) Ra (Turbulent)
Uniform mesh 103 104 105 106 107 108 109 1010

50 × 50 1.117 2.241 4.503 8.765 16.35 29.63 61.94 157.1
100 × 100 1.118 2.244 4.514 8.801 16.44 29.96 53.54 104.3
200 × 200 1.118 2.245 4.515 8.815 16.48 30.10 54.17 96.08
400 × 400 - - - - - - 54.41 97.46

Nu on the hot wall where weak BC is imposed as

Nu =

∫
ΓH
∇∇∇∗θ · n dΓ −

∫
ΓH
τB

E
∗
(
θ − θg

)
dΓ

AH
, (37)

where τB
E
∗ is non-dimensionalized as τB

E
∗

= CB
E/h

∗, and h∗ and θg are the non-dimensional wall-
normal element size and prescribed Dirichlet temperature at the hot wall, respectively. The mesh
convergence results for Nu are shown in Table 9. As expected, for the laminar cases, imposing
the boundary conditions weakly performs similarly to imposing the boundary conditions strongly
(since the strong BC already performed well at coarse meshes). However, for high Ra, weak im-
position of Dirichlet boundary conditions shows significant advantages in accurately capturing the
thermal boundary effects, even with coarse meshes. For example, the strong BC implementations
required a mesh of 400×400 and 600×600 to produce reasonable Nu for Ra = 109 and Ra = 1010,
respectively, while weak BC only needs a mesh of 100× 100 and 200× 200 for these cases. These
results strongly point to the computational advantages of weak imposition of Dirichlet boundary
conditions.

4.3.2. Comparisons with strong BC for the turbulent case

We select a turbulent 2D case with Ra = 109 and perform detailed comparisons of weakly
enforced boundary conditions with a uniform mesh density of 100 × 100 and strongly enforced
boundary conditions with a uniform mesh density of 600 × 600. Comparisons of mean profiles
along median lines are shown in Figure 11. We first remind the reader that overall good agreement
with the reference data [19] was obtained for the strong BC case with a uniform mesh of 600 ×
600 (see Section 4.1.3), except for the horizontal velocity along vertical median line as shown in
Figure 5d. Figure 11 shows that good agreement is achieved between the reference data and the
results obtained using weakly enforced boundary conditions with a uniform mesh of 100 × 100,
even for the horizontal velocity (Figure 11d). This was not the case even with a stretched 100×100
mesh using strongly enforced boundary conditions, as demonstrated in Figure 5d.

The maximum horizontal velocities and corresponding vertical locations on median lines for
strong BC and weak BC cases are reported in Table 10. One can see that weak imposition of
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Figure 11: Mean profile comparisons of uniform mesh for 2D strong BC (600 × 600) and weak BC (100 × 100)
simulations at Ra = 109. Note that in the horizontal direction, the results are plotted within a thin layer of 0.06 from
the hot wall; the weak BC case only has a few data points due to the mesh density. (a) The temperature along the
horizontal median line. (b) The vertical velocity along the horizontal median line. (c) The temperature along the
vertical median line. (d) The horizontal velocity along the vertical median line.

Table 10: Comparisons of horizontal maximum velocities and locations along vertical median line for 2D strong BC
and weak BC simulations at Ra = 109.

Strong BC Strong BC Weak BC Ref. [67]
600 × 600 (uniform) 100 × 100 (stretched) 100 × 100 (uniform)

Umax (Y) 0.0270 (0.937) 0.0207 (0.943) 0.0191 (0.93) 0.0190 (0.966)

boundary conditions with the mesh density of 100 × 100 is able to produce accurate results, while
imposing the boundary conditions strongly in both uniform mesh of 600× 600 and stretched mesh
of 100 × 100 produces less accurate results for this quantity. This result demonstrates the superior
coarse-mesh accuracy of weakly enforced boundary conditions.
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Table 11: 3D mesh convergence results of Nu for weak BC simulations at Ra = 1.5 × 109.

Uniform mesh Ra = 1.5 × 109

50 × 50 × 16 75.2
70 × 70 × 22 63.3

100 × 100 × 32 60.1
150 × 150 × 48 60.8
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Figure 12: 3D mesh convergence results of the mean temperature profile for weak BC simulations at Ra = 1.5 × 109.

4.4. 3D case with weakly imposed boundary conditions

4.4.1. Mesh convergence studies

We further simulate a 3D turbulent case (Ra = 1.5 × 109) with weakly enforced Dirichlet
boundary conditions to examine the effect of weak BC in 3D simulations. The case setup is exactly
the same as in Section 4.2.1 for Ra = 1.5×109 with the velocity and temperature Dirichlet boundary
conditions weakly imposed for uniform mesh densities of 50×50×16, 70×70×22, 100×100×32,
150 × 150 × 48. Note that for all the simulations considered in this section, including the strong
BC cases, no-heat-flux boundary conditions are specified at the top and bottom walls. The mesh
convergence result for Nu along the median line on hot wall is shown in Table 11. The convergence
of mean temperature profile along horizontal median line is shown in Figure 12.

4.4.2. Comparisons with strong BC results

To demonstrate the advantage of weak BC in 3D case, we simulate a strong BC case with
uniform mesh density of 100× 100× 32, and compare the averaged Nusselt number with the weak
BC case of the same mesh. Table 12 shows that strong BC with a uniform mesh underestimates
Nu, while the weak BC produces an accurate result for the same mesh density. The result of the
strong BC simulation using stretched mesh from Section 4.2 is also included here for comparison.

Since we have already validated our 3D simulation using stretched mesh with strongly enforced
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Table 12: 3D comparison of Nu for strong BC (uniform and stretched) and weak BC (uniform) simulations at Ra =

1.5 × 109 with mesh density of 100 × 100 × 32.

Ra Strong BC Strong BC Weak BC Ref. [19] (DNS)
(uniform) (stretched) (uniform)

1.5 × 109 46.3 61.0 60.1 60.1
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Figure 13: Mean profile comparisons of 3D strong BC (uniform and stretched) and weak BC (uniform) simulations
at Ra = 1.5 × 109 with same mesh density of 100 × 100 × 32. (a) The temperature along the horizontal median line.
(b) The vertical velocity along the horizontal median line. (c) The temperature along the vertical median line. (d) The
horizontal velocity along the vertical median line.

boundary conditions in Section 4.2, we use the result as a reference to compare against results of
mean profiles simulated using a uniform mesh of 100 × 100 × 32 with both strongly enforced and
weakly enforced boundary conditions. Figure 13 shows that for the uniform mesh cases, imposing
the boundary conditions weakly produces slightly better results than imposing the boundary con-
ditions strongly. We further emphasize that imposing the boundary conditions weakly produces
a more accurate averaged Nusselt number on the hot wall, even with low mesh density. This is
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Figure 14: Local Nu along the vertical median line on hot wall at Ra = 1.5×109 with mesh densities of 100×100×32
(uniform and stretched).

illustrated in the Nusselt number distribution along the vertical median line on hot wall, as shown
in Figure 14, where the weak imposition of the boundary conditions is able to capture the decay-
ing heat transfer coefficient much better than the strongly enforced boundary condition simulation
using the same uniform mesh. This is a very promising result and demonstrates the effectiveness
of imposing Dirichlet boundary conditions weekly in the context of building energy simulations.

5. Conclusions

We have deployed the variational multiscale method to buoyancy-driven flows, and verified and
validated the framework with a Rayleigh–Bénard convection problem for both 2D and 3D cases.
We showed excellent comparisons for 2D case across a wide range of Rayleigh numbers, without
any special treatments. We also successfully compared simulation results with 3D experimental
results as well as other LES and DNS results for both laminar and turbulent conditions. We applied
the weak imposition of boundary conditions to the buoyancy-driven flow problem and showed the
significant computational advantage of weak imposition of boundary conditions in both 2D and
3D cases. This confirms that the VMS framework with weak imposition of Dirichlet boundary
conditions is a computationally efficient approach to model buoyancy-driven flow physics in com-
plex indoor environments. Our future work involves deploying this framework to complex indoor
environments to study energy characteristics as well as contaminant transport in the built environ-
ment [73, 74].
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investigation of turbulent natural convection in a large air-filled cavity. International Journal

of Heat and Fluid Flow, 25(5):824–832, 2004.

[20] S.-H. Peng and L. Davidson. Large eddy simulation for turbulent buoyant flow in a confined
cavity. International Journal of Heat and Fluid Flow, 22(3):323–331, 2001.
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[68] P. Le Quéré. Accurate solutions to the square thermally driven cavity at high Rayleigh num-
ber. Computers & Fluids, 20(1):29–41, 1991.

[69] D. C. Wan, B. S. V. Patnaik, and G. W. Wei. A new benchmark quality solution for the
buoyancy-driven cavity by discrete singular convolution. Numerical Heat Transfer: Part B:

Fundamentals, 40(3):199–228, 2001.

[70] T. Fusegi, J. M. Hyun, K. Kuwahara, and B. Farouk. A numerical study of three-dimensional
natural convection in a differentially heated cubical enclosure. International Journal of Heat

and Mass Transfer, 34(6):1543–1557, 1991.

[71] G. D. Mallinson and G. De Vahl Davis. Three-dimensional natural convection in a box: A
numerical study. Journal of Fluid Mechanics, 83(1):1–31, 1977.

[72] R. J. Krane and J. Jessee. Some detailed field measurements for a natural convection flow in
a vertical square enclosure. In Proceedings of the First ASME-JSME Thermal Engineering

Joint Conference, volume 1, pages 323–329, 1983.

[73] A. Fontanini, M. G. Olsen, and B. Ganapathysubramanian. Thermal comparison between
ceiling diffusers and fabric ductwork diffusers for green buildings. Energy and Buildings, 43
(11):2973–2987, 2011.

[74] A. Fontanini, U. Vaidya, and B. Ganapathysubramanian. A methodology for optimal place-
ment of sensors in enclosed environments: A dynamical systems approach. Building and

Environment, 100:145–161, 2016.

34


	Introduction
	Variational multiscale formulation and discretization
	Strong and weak formulations of the continuous problem
	Semi-discrete variational multiscale formulation
	Weakly imposed boundary conditions for both velocity and temperature

	Numerical method and implementation
	Time discretization and averaging over time
	Block iterative method
	Non-dimensional form
	Implementation

	Rayleigh–Bénard convection problem
	2D cases
	Mesh convergence studies
	Comparisons of averaged Nusselt numbers and maximum velocities
	Comparisons of mean profiles

	3D cases
	Mesh convergence studies
	Comparisons of averaged Nusselt numbers
	Comparisons of mean profiles
	Comparisons of fluctuation profiles for the turbulent case

	2D cases with weakly imposed boundary conditions
	Mesh convergence studies
	Comparisons with strong BC for the turbulent case

	3D case with weakly imposed boundary conditions
	Mesh convergence studies
	Comparisons with strong BC results


	Conclusions

