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Abstract

The transcatheter aortic valve replacement (TAVR) has emerged as a minimally invasive alternative
to surgical treatments of valvular heart disease. TAVR offers many advantages, however, the safe
anchoring of the transcatheter heart valve (THV) in the patients anatomy is key to a successful pro-
cedure. In this paper, we develop and apply a novel immersogeometric fluid–structure interaction
(FSI) framework for the modeling and simulation of the TAVR procedure to study the anchoring
ability of the THV. To account for physiological realism, methods are proposed to model and cou-
ple the main components of the system, including the arterial wall, blood flow, valve leaflets, skirt,
and frame. The THV is first crimped and deployed into an idealized ascending aorta. During the
FSI simulation, the radial outward force and friction force between the aortic wall and the THV
frame are examined over the entire cardiac cycle. The ratio between these two forces is computed
and compared with the experimentally estimated coefficient of friction to study the likelihood of
valve migration.
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1. Introduction

Demand for valve replacement surgery has grown in recent years with the increased prevalence
of valvular heart disease [1, 2]. The most popular type of replacement valves continues to be
bioprosthetic heart valves (BHV), which are fabricated from xenograft biomaterials. These are
used for both established surgical and more novel percutaneous valve designs [3–6]. However, the
durability of BHVs remains limited, mostly due to structural deterioration caused by fatigue and
tissue mineralization [7–10]. Due to the limited lifetime of BHVs, patients may require multiple
replacement surgeries, which can cause an increased rate of complications, particularly in elderly
patients with comorbidities.

Percutaneous interventions, such as the transcatheter aortic valve replacement (TAVR), have
emerged as minimally invasive alternatives to surgical treatment of various valvular diseases [11].
A percutaneous prosthetic valve is deployed through a catheter and anchored to the aortic annulus
over the calcified leaflets, displacing the diseased valve and assuming its role. In contrast, the
surgical BHV requires an open-heart surgery to suture the device to the annulus. Due to lower
operative risk, decreased postoperative pain, and faster rehabilitation compared to surgical treat-
ments, percutaneous valve replacement is becoming a more attractive therapeutic modality in the
management of various valvular defects, especially for patients who are considered to be of high
or prohibitive surgical risk.

The safe anchoring of the prosthesis in the patient’s anatomy is key to a successful TAVR
procedure. The fully expanded frame of most transcatheter heart valves (THV) is designed to be
oversized with respect to the diameter of the aortic annulus. However, excessive oversizing may
increase the risk for coronary obstruction, conduction disturbances, atrioventricular block, periaor-
tic hematoma, and annular rupture [12–17], while insufficient oversizing may lead to poor device
fixation, valve migration, paravalvular regurgitation, and prosthetic embolism [18–26]. Thus, se-
lection of an appropriately sized THV is the one of the most significant tasks in TAVR procedures.
This can be challenging as the final size of the THV after implantation depends on the stiffness
and elasticity of the surrounding anatomy and the mechanical properties of the device. These
interactions between the artery and frame should be considered to assess the effectiveness of an
implanted frame [27]. The U.S. Food and Drug Administration (FDA) recommends measuring
the radial outward force of the THV frame against the artery wall after deployment [28]. For the
purpose of pre-operative planning, computational simulations of TAVR provide an effective way
to predict the interaction between the THV and the surrounding anatomy.

The THV system has been studied using structural mechanics simulations [29–34], computa-
tional fluid dynamics [35, 36], and fluid–structure interaction (FSI). Kandail et al. [37] applied FSI
simulations to study the impact of deployment location for the Medtronic CoreValve and found
that when the device is deployed at the supra-annular position, the wall shear stress on the outer-
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curvature of the ascending aorta is significantly elevated. Wu et al. [38] performed FSI simulations
to study TAVR with two different models of aortic roots, an idealized straight rigid tube and a
patient-specific elastic root, and found that the results from each model differ in many aspects,
especially for hemodymanics and the strain distribution on the frame after deployment. Ghosh
et al. [39] compared the performance of transcatheter and surgical valves using FSI simulations
and found that THVs produced a larger opening area and higher flow rate than the surgical valves,
while the stress magnitudes on the valves were of the same order.

Several research groups have also used structural simulations to study the radial outward force
of the THV frame. This is of particular interest because the THV’s anchoring mechanism relies
on oversizing. Tzamtzis et al. [40] analyzed the radial force produced by the 26 mm Medtronic
CoreValve and Edwards SAPIEN, and found that the radial force may vary considerably within the
recommended functional range for the valve implantation. Egron et al. [41] studied radial force
profiles of five commercialized THVs to help understand the mechanical behavior of percutaneous
valves and find the optimal oversizing strategy. Cabrera et al. [42] computed the radial force
produced by the self-expandable frames, and found that frame radial forces exceeding 16 N may
induce medial damage and forces of approximately 17.5 N can damage the adventitial layer. They
hypothesized that 16 N could be indicative of frame-induced vascular growth and remodeling.

The goal of this paper is to develop a computational FSI framework for TAVR simulations
in order to analyze both the radial outward force and the friction force of the multiphysics THV
system. These forces can be used to estimate the ratio of the friction force magnitude to radial
force magnitude, which is necessary for studying THV anchoring and estimating the possibility of
migration. To the best of our knowledge, analysis of the radial outward force and friction force
simultaneously using FSI simulations has never been achieved. In this work, we first propose
methods to geometrically model a THV using an IGA-based parametric design platform [43, 44].
A THV typically has three main components: the frame, the skirt, and the leaflets. The coupling
among the components introduces major challenges in simulating such a system. Building upon
the immersogeometric FSI framework [45–53], which is a technology that directly immerses the
computer-aided design geometry into an independent discretization of the surrounding fluid space,
we introduce the following new modeling features. The THV frame is modeled using an exten-
sion of the isogeometric Bernoulli beam formulation proposed by Bauer et al. [54]; the method is
extended in order to handle complex geometries. The THV leaflets and skirt are modeled using
anisotropic hyperelastic isogeometric Kirchhoff–Love shells [51]. We apply a penalty method [55]
to couple adjacent patches between the skirt and leaflets, and propose methods to couple the skirt
and frame, as well as the frame and fluids. With the proposed technology, we simulate the coupled
dynamics of the aortic root, the THV, and the surrounding blood flow under physiological condi-
tions to study the static friction coefficient between the deforming aortic wall and THV frame.
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This paper is organized as follows. In Section 2, we introduce the mathematical model and
solution techniques for the THV FSI problem. Methods to model the interactions of the various
components of the THV system are proposed. In Section 3, we describe in detail the geometry
modeling process for the THV and aorta. In Section 4, we test the new technology proposed for the
frame with multiple benchmark problems. We then demonstrate the capability of our framework
by applying the proposed methods to the FSI simulation of a THV under physiologically realistic
setup and conditions. Finally, the conclusions are presented in Section 5.

2. Simulation framework

In this section, we present the main constituents of the FSI framework used for modeling
the THV system. The FSI problem consists of the blood flow, the arterial wall, and the various
components of the THV. The formulation for each component is discussed in detail along with the
methods proposed to model the interactions of the several components of the THV system.

2.1. Fluid–structure interaction problem

The THV and ascending aorta at time t are modeled as elastic structures occupying region
(Ωs)t, coupled to blood flow through (Ωf)t by kinematic and traction compatibility conditions at
the fluid–structure interface (ΓI)t. The blood flow within (Ωf)t is assumed to be incompressible
and Newtonian. The subscript t may be omitted in some formulas below, when there is no risk
of confusion. This coupled partial differential equation (PDE) system can be expressed in weak
form as: Find a fluid velocity uf ∈ Su, fluid pressure p ∈ Sp, structure displacement y ∈ Sy, and a
fluid–solid interface Lagrange multiplier λλλ ∈ S` such that for all wf ∈ Vu, q ∈ Vq, ws ∈ Vy, and
δλλλ ∈ V`,

Bf({wf, q}, {uf, p}) − Ff({wf, q}) + Bs(ws, y) − Fs(ws)

+

∫
ΓI

(wf − ws) · λλλ dΓ +

∫
ΓI

δλλλ · (uf − us) dΓ

+

∫
ΓI

(wf − ws) · β(uf − us) dΓ = 0, (1)

where S(·) and V(·) are trial solution and test function spaces, Bf, Bs, Ff, and Fs are variational
forms defining the fluid and structure subproblems, us is the material time derivative of y, and β is
a penalty parameter. The terms integrated over ΓI enforce the fluid–structure coupling conditions
on the fluid–structure interface. The presence of these terms facilitates the development of certain
numerical schemes based on the “augmented Lagrangian” concept, as elaborated in Bazilevs et al.
[56]. The forms defining the fluid and structure subproblems are defined in the following sections.
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2.2. Fluid formulation

The blood flow in a deforming artery is governed by the Navier–Stokes equations of incom-
pressible flows posed on a moving domain. The fluid subproblem in (1) is given in the arbitrary
Lagrangian–Eulerian (ALE) description [57] as follows:

Bf({wf, q}, {uf, p}) − Ff({wf, q})

=

∫
(Ωf)t

wf · ρf

(
∂uf

∂t

∣∣∣∣∣
x̂

+ (uf − û) · ∇∇∇uf

)
dΩ +

∫
(Ωf)t

εεε(wf) : σσσ dΩ +

∫
(Ωf)t

q∇∇∇ · uf dΩ

− γ

∫
(Γh

f )t

wf · ρf{(uf − û) · nf} uf dΓ −

∫
(Ωf)t

wf · ρfff dΩ −

∫
(Γh

f )t

wf · hf dΓ, (2)

where ρf is the fluid mass density, ∂(·)/∂t|x̂ is the time derivative taken with respect to the fixed
coordinates x̂ of the spatial configuration, û is the (arbitrary) velocity with which the fluid sub-
problem domain (Ωf)t deforms, ∇∇∇ is the gradient taken with respect to the spatial coordinate x of
the current configuration, εεε(·) is the symmetric gradient operator given by εεε(w) = 1

2 (∇∇∇w + ∇∇∇wT),
σσσ = −pI + 2µf εεε(uf) is the fluid Cauchy stress, µf is the dynamic viscosity, the γ (≥ 0) term, re-
ferred to as backflow stabilization [58], improves the well-posedness of the problem when there is
significant inflow through the Neumann boundary Γh

f , {·} isolates the negative part of its argument,
nf is the outward-facing normal vector to the fluid domain, ff is a prescribed body force, and hf is
a prescribed flux on Γh

f . This flux is defined as a traction on the outflow portions of the boundary
(where (uf − û) · nf > 0) and some γ-dependent combination of traction and advective flux on the
inflow portion of the boundary [59].

2.3. Structural formulations

This section consists of all the formulations to model the artery wall and the THV, which is
composed of the leaflets, skirt, and frame. Based on their thickness relative to the dimension of
the system, we model the artery wall as an elastic solid and the valve leaflets and skirt as thin shell
structures. The frame is fabricated with long, thin wires which we model using elastic beams. This
distinction can be formalized by introducing superscripts “so”, “sh”, and “be” to denote the solid,
shell, and beam, respectively, and expressing Sy = Sso

y ×S
sh
y ×S

be
y andVy = Vso

y ×V
sh
y ×V

be
y such

that y =
{
yso, ysh, ybe

}
and ws =

{
wso

s ,wsh
s ,wbe

s

}
. We can then write

Bs(ws, y) = Bso
s (wso

s , y
so) + Bsh

s (wsh
s , y

sh) + Bbe
s (wbe

s , y
be) , (3)

and
Fs(ws) = Fso

s (wso
s ) + Fsh

s (wsh
s ) + Fbe

s (wbe
s ) . (4)

The interaction of the various parts of the THV introduces some major challenges, which will
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be addressed in this section. This section also introduces methods to couple the adjacent patches
between leaflets and skirt, as well as leaflets and frame. In addition, methods to model contact
among the various components are also discussed.

2.3.1. Artery wall modeling

The artery wall is modeled as a hyperelastic solid, subject to damping forces. We define

Bso
s (ws, y) − Fso

s (ws) =

∫
(Ωso

s )0

ws · ρ
so
s
∂2y
∂t2

∣∣∣∣∣∣
x̊

dΩ +

∫
(Ωso

s )0

∇∇∇x̊ws : F(S + S0) dΩ

−

∫
(Ωso

s )0

ws · ρ
so
s fs dΩ −

∫
(Γso,h

s )t

ws · hs dΓ , (5)

where (Ωso
s )0 is the portion of Ωs corresponding to the artery wall in the reference configuration, ρso

s

is the solid mass density, ∂(·)/∂t|x̊ is the time derivative holding the material coordinates x̊ fixed,∇∇∇x̊

is the gradient operator on (Ωso
s )0, F is the deformation gradient associated with displacement y, S

is the hyperelastic contribution to the second Piola–Kirchhoff stress tensor, S0 is a prescribed pre-
stress tensor [60, 61], fs is a prescribed body force, and hs is a prescribed traction on the Neumann
boundary Γso,h

s .
In this work, the elastic contribution to the second Piola–Kirchhoff stress in Eq. (5) is derived

from a compressible neo-Hookean model with dilatational penalty [60, 62]:

ψ =
µso

s

2

(
J−2/3I1 − 3

)
+
κso

s

2

(
1
2

(
J2 − 1

)
− ln J

)
, (6)

S = 2
∂ψ

∂C
= µso

s J−2/3
(
I −

1
3

I1C−1
)

+
κso

s

2

(
J2 − 1

)
C−1 , (7)

where µso
s and κso

s are the shear and bulk moduli, respectively, J = det F is the Jacobian determinant,
C = FTF is the right Cauchy–Green deformation tensor, I1 = trC is the first invariant of C, and I
is the identity tensor. The stress–strain behavior of model (7) was discussed in Bazilevs et al. [60]
and shown to be appropriate for arterial wall modeling in FSI simulations.

The additional pressure S0 in Eq. (5) is required because the initial aorta configuration is sub-
ject to blood pressure and viscous traction and is therefore not stress-free. We follow the procedure
from Xu et al. [50] to determine S0. Begin by setting the displacement from the reference configu-
ration to zero in (5) and assume that external forces on the solid subproblem are due to interaction
with the fluid. This leaves us with the problem: Find the symmetric tensor S0 such that for all
ws ∈ V

so
y , ∫

(Ωso
s )0

∇x̊ws : S0 dΩ +

∫
(Γso

I )0

ws · h̃f dΓ = 0 , (8)

where (Γso
I )0 = (ΓI)0 ∩ (Ωso

s )0, the notation A indicates the topological closure of a set A, and h̃f is a
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prescribed fluid traction, which may be obtained from a separate rigid-wall blood flow simulation
on the reference domain with appropriate boundary conditions.

2.3.2. Thin shell formulations for the leaflets and skirt

The leaflets and skirt are thin tissue structures and are modeled as hyperelastic isogeometric
Kirchhoff–Love shells [63]. The Kirchhoff–Love hypothesis of straight and normal cross sections
implies that a point x in the shell continuum can be described by a point r on the midsurface and
a vector a3 normal to the midsurface: x(ξ1, ξ2, ξ3) = r(ξ1, ξ2) + ξ3 a3(ξ1, ξ2), where ξ1, ξ2 are the
contravariant coordinates of the midsurface, ξ3 ∈ [−H/2,H/2] is the through-thickness coordinate,
and H is the shell thickness.

Covariant base vectors and metric coefficients of the convective curvilinear coordinate system
are defined by gi = x,i and gi j = gi ·g j, respectively, where (·),i = ∂(·)/∂ξi. For the shell formulation,
we adopt the convention that Latin indices take on values {1, 2, 3}, and Greek indices take on values
{1, 2} to denote the in-plane components. Contravariant base vectors gi are defined by gi · g j = δi

j

and contravariant metric coefficients are given by [gi j] = [gi j]−1. For the Kirchhoff–Love shell
theory, both normal and transverse shear strains are neglected; only the in-plane strain components
are considered. The theory assumes a linear strain distribution through the thickness and defines
gαβ = aαβ−2 ξ3bαβ, where aαβ = aα ·aβ, bαβ = aα,β ·a3, aα = r,α, a3 = (a1×a2)/||a1×a2||, and ‖·‖ is the
Euclidean norm. These definitions hold for both deformed and undeformed configurations where
variables of the latter are indicated by ˚(·), for example, x̊, g̊,i, g̊i j, etc. The Jacobian determinant of
the structure’s motion is J =

√
|gi j|/|g̊i j| and the in-plane Jacobian determinant is Jo =

√
|gαβ|/|g̊αβ|.

The weak form of the shell structural formulation is defined as,

Bsh
s (ws, y) − Fsh

s (ws) =

∫
(Ssh)0

ws · ρ
sh
s H

∂2y
∂t2

∣∣∣∣∣∣
x̊

dS +

∫
(Ssh)0

∫ H
2

−H
2

δE : S dξ3dS

−

∫
(Ssh)0

ws · ρ
sh
s Hfs dS −

∫
(Ssh)t

ws · hnet
s dS , (9)

where (Ssh)0 and (Ssh)t are the shell midsurfaces in the reference and deformed configurations, y is
the midsurface displacement, ρsh

s is the shell density, S is the second Piola–Kirchhoff stress tensor
obtained from a hyperelastic strain energy density functional ψ: S = ∂Eψ, E = 1

2 (C − I) is the
Green–Lagrange strain tensor, C is the right Cauchy–Green deformation tensor, I is the identity
tensor, δE is the variation of E corresponding to displacement variation ws, fs is a prescribed body
force, and hnet

s is the total traction from the two sides of the shell. In this work, we assume the
material to be incompressible; the elastic strain energy functional ψel is augmented by a constraint
term enforcing J =

√
det C = 1, via a Lagrange multiplier p: ψ = ψel − p(J − 1).

Using kinematic assumptions and mathematical manipulations given by Kiendl et al. [63], the
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in-plane Green–Lagrange strain Eαβ can be split into membrane and curvature contributions,

Eαβ = εαβ + ξ3καβ , (10)

where εαβ = 1
2

(
aαβ − åαβ

)
and καβ = b̊αβ − bαβ are the membrane strain and change of curvature

tensors, respectively, at the shell mid-surface. For incompressible materials, one can express E33

in terms of Eαβ [63, Eq. (38)], formally eliminate the Lagrange multiplier p using the plane-stress
condition, S 33 = 0 [63, Eq. (46)], and derive an in-plane material tangent tensor Ĉ such that
dS αβ = ĈαβγδdEγδ, where dS and dE are total differentials of S and E:

S αβ = 2
∂ψel

∂Cαβ

− 2
∂ψel

∂C33
J−2

o gαβ , (11)

Ĉαβγδ = 4
∂2ψel

∂Cαβ∂Cγδ

+ 4
∂2ψel

∂C2
33

J−4
o gαβgγδ − 4

∂2ψel

∂C33∂Cαβ

J−2
o gγδ − 4

∂2ψel

∂C33∂Cγδ

J−2
o gαβ

+ 2
∂ψel

∂C33
J−2

o (2gαβgγδ + gαγgβδ + gαδgβγ) . (12)

With Eqs. (11) and (12), arbitrary 3D constitutive models providing
∂ψel

∂Ci j
and

∂2ψel

∂Ci j∂Ckl
can be

directly used for shell analysis.
In this work, we model the constitutive behavior of THV leaflets and skirt using a trans-

versely isotropic (Lee–Sacks) model [51, 64]. This model’s strain energy functional uses a neo-
Hookean term to model the extracellular matrix and a convex combination of fully-isotropic and
transversely-isotropic exponential-type terms to model the network of collagen fibers. The model
is given by

ψel(I1, I4) =
c0

2
(I1 − 3) +

c1

2

(
wec2(I1−3)2

+ (1 − w)ec3(I4−1)2
− 1

)
, (13)

where c0, c1, c2, c3 are material parameters, w ∈ [0, 1] determines the strain energy contribution
due to anisotropy1, I1 = tr C, and I4 = m · C m, where m is a unit vector defining the collagen
fiber direction in the reference configuration. Based on the structure of the bovine or porcine
pericardium used in THVs, we assume that collagen fibers lie primarily in the plane of the tissue.
(i.e., m3 = 0 in the curvilinear system).

2.3.3. Bernoulli beam formulations for the frame

The frame is fabricated with long, thin wires and is modeled using an extension of the isogeo-
metric Bernoulli beam. Bauer et al. [54] proposed a spatially curved and geometrically nonlinear

1Note that the exponential anisotropic term asymptotically dominates the isotropic term with increasing strain. For
any ε > 0, no matter how small, if w = 1 − ε, there exists a strain level beyond which the anisotropic term dominates.
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isogeometric beam formulation derived based on Bernoulli kinematics. The geometric description
was adapted from the spatial rod of Greco and Cuomo [65]. The formulation proposed by Bauer
et al. [54] has four degrees of freedom, three for displacements and one for the rotation about the
beam centerline, and is effective for modeling simple geometries. However, for more complex
structures such as the THV frame, an extension proposed in this work is needed to handle the
geometric complexity.

In this section, Latin indices take on values {1, 2, 3} while Greek indices take on values {2, 3}.
The continuum of the beam is described by a centerline and a moving local coordinate system,
which is used to describe the orientation of the cross section. The position vector x for the contin-
uum of the beam is defined as

x(ξ1, ξ2, ξ3) = r(ξ1) + ξ2 a2(ξ1) + ξ3 a3(ξ1) , (14)

where ξ1 is the contravariant coordinate of the centerline, ξ2 and ξ3 are coordinates of the cross
section, r is the position vector of the centerline, and a2 and a3 are base vectors tangent to the cross
section; the aα vectors are defined such that they are unit vectors and orthogonal to a1, which is
the tangent vector of the centerline calculated as a1 = r,1. The ai vectors define the moving local
coordinate system. Note that a1 is not a unit vector. These definitions hold for both deformed and
undeformed configurations, where variables of the latter are indicated by ˚(·).

The Bernoulli theory assumes that beam cross sections remain orthogonal to the centerline and
the cross-sectional dimensions remain unchanged throughout deformation. The cross section itself
can develop torsional shear deformation. The two components, åα, of the moving local basis at
every location along the beam centerline in the undeformed configuration are obtained as

(åα)i = R
(
( ˆ̊a1)i, θ̊i

)
Λ

(
A1, ( ˆ̊a1)i

)
Aα , for i = 1, ..., n , (15)

where the three unit vectors A1 and Aα define a global reference coordinate system, Λ is a mapping
operator that maps one vector to the other, R is the rotation operator, ˆ(·) denotes the normalized
vector, and i and n denote the ith location and number of points along the centerline, respectively.
The mapping and rotation operators used for the beam formulation are designed based on the
Euler–Rodrigues formula specialized to the current problem (see Bauer et al. [54] for details),
given as

Λ(t̂0, t̂) = (t̂0 · t̂)I + (t̂0 × t̂) × I +
1

1 + t̂0 · t̂
(t̂0 × t̂) ⊗ (t̂0 × t̂) (16)

and
R(t̂, φ) = cos(φ)I + sin(φ) t̂ × I , (17)

where t̂0 and t̂ are normalized vectors, Λ(t̂0, t̂) maps a vector through aligning t̂0 to t̂, and R(t̂, φ)
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rotates a vector that is orthogonal to t̂ by an angle φ about t̂. The definition of the cross product
between a vector v and a matrix M is (v ×M)il = εi jkv jMkl, where εi jk is the permutation symbol.
Equation (15) maps Aα so that A1 is aligned to å1, the tangent along the centerline, then rotates
the new base vectors a′α = Λ(A1, ˆ̊a1)Aα by an angle θ̊ about å1 to the desired orientation where
the cross-sectional profile of the beam geometry is defined. The same two steps of mapping and
rotation can be adapted to describe the alignment of the moving local coordinate system from the
undeformed to the deformed configuration:

aα = R(â1, θ)Λ( ˆ̊a1, â1)åα , (18)

where θ is a rotational degree of freedom.
For simple geometries, the definition of the local coordinate basis described in Eq. (15) is

effective. However, for modeling complex structures, like the THV frame, this formulation shows
some limitations. Based on observations, the formulation was not effective for locations where the
tangents of the centerline change significantly over a small increment. This is due to the fact that
the mapping operator defined in Eq. (15) maps a global reference coordinate system to the local
coordinate system at given locations along the centerline; this mapping causes a′α to have high
variance when the locations along the centerline are too far apart, however, when the increments
are small, the a′α only change a small amount from one location to the next. This increase in the
variance of a′α causes a large difference in θ̊ between two neighboring locations, and the large
change in θ̊ causes a twisting effect in the geometry when interpolation is used to evaluate θ̊.

In this work, we propose a remedy to decrease the variance in the moving a′α by mapping from
a neighboring point as opposed to the global coordinate system. Let (a′α)1 = Λ(A1, ( ˆ̊a1)1)Aα and
denote (a′α)i as the vectors a′α at the ith location. Then, define

(a′α)i = Λ((â1)i−1, (â1)i)(a′α)i−1 , for i = 2, ..., n , (19)

where n is the number of points along the centerline. In this work, each (a′α)i is evaluated on
the quadrature points. This can then be combined with the rotation operator to obtain the final
formulation at every location along the centerline,

(åα)i = R(( ˆ̊a1)i, θ̊i)(a′α)i . (20)

By using this method, we are able to avoid twisting at locations where the tangents of the centerline
change significantly and achieve the desired complex geometry of the THV frame.
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Next, we define the covariant base vectors of the continuum as

g1(ξ1, ξ2, ξ3) = x,1(ξ1, ξ2, ξ3) = a1(ξ1) + ξ2 a2,1(ξ1) + ξ3 a3,1(ξ1) , (21)

gα(ξ1) = x,α(ξ1, ξ2, ξ3) = aα(ξ1) . (22)

Again, these definitions hold for both deformed and undeformed configurations, where variables
of the latter are indicated by ˚(·). The first covariant component E11 of the Green–Lagrange strain
E can be obtained as

E11 =
1
2

(
g1 · g1 − g̊1 · g̊1

)
= ε + ξ2κ21 + ξ3κ31 , (23)

where ε = 1
2

(
a1 · a1 − å1 · å1

)
and κα1 = aα,1 · a1 − åα,1 · å1 are the axial strain and changes in

curvature due to bending, respectively. With the Bernoulli assumption (see Bauer et al. [54] for
details), the torsional shear strain is computed as

E12 =
1
2

(
g1 · g2 − g̊1 · g̊2

)
=

1
2
ξ3κ32 , (24)

E13 =
1
2

(
g1 · g3 − g̊1 · g̊3

)
=

1
2
ξ2κ23 , (25)

where κ32 =
(
a3,1 · a2 − å3,1 · å2

)
and κ23 =

(
a2,1 · a3 − å2,1 · å3

)
are the changes in curvature due

to torsion and κ23 = −κ32.2 Furthermore, since operators Λ and R commute [65], one can define
Q = R(â1, θ)Λ( ˆ̊a1, â1) and derive

gα · gβ = aα · aβ = (Qåα) · (Qåβ) =
(
(QTQ)åβ

)
· åα =

(
(Q−1Q)åβ

)
· åα

= (Iåβ) · åα = åα · åβ = g̊α · g̊β . (26)

Note that Q is orthogonal and hence QT = Q−1. Equation (26) yields the following:

Eαβ =
1
2

(
gα · gβ − g̊α · g̊β

)
= 0 . (27)

The weak form of the beam subproblem in Eq. (3) is defined as

Bbe
s (ws, y) − Fbe

s (ws) =

∫
(Lbe)0

ws · ρ
be
s A

∂2y
∂t2

∣∣∣∣∣∣
x̊

dL +

∫
(Lbe)0

∫
A
δE : S dAdL

−

∫
(Lbe)0

ws · ρ
be
s Afs dL −

∫
(Lbe)t

ws · hnet
s dL , (28)

2Note that the sign conventions, adapted from literature, used for E12 and E13 are based on opposite directions of
rotation. As a result, when calculating the total torsional moment based on these torsional shear strains, a subtraction
of one moment from the other is needed as shown in Greco and Cuomo [65, Eq. (64)].
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where (Lbe)t and (Lbe)0 are the centerline of the beam in the deformed and undeformed configura-
tions, respectively, ρbe

s is the beam density, hnet is the total traction from two sides of the beam, and
A is the cross-sectional area of the beam. In this work, the St. Venant–Kirchhoff material model
is applied to the beam. Using the Voigt notation in the following descriptions, the contravariant
components of the second Piola–Kirchhoff stress are

S 11 =
Ebe

‖g̊1‖
2
‖g̊1‖

2 E11 , (29)

S 1α =
µbe

s

‖g̊1‖
2
‖g̊α‖2

2E1α =
µbe

s

‖g̊1‖
2 2E1α , (30)

where Ebe, µbe
s =

Ebe

2(1 + νbe)
, and νbe are the Young’s modulus, shear modulus, and Poisson’s ratio

of the beam, respectively, described in a Cartesian coordinate system. Note that gα = aα are unit
vectors. Given the above definitions and pre-integrating over the beam cross-sectional area, the
internal virtual work in Eq. (28) becomes∫

(Lbe)0

∫
A
δE : S dAdL =

∫
(Lbe)0

∫
A

(
S 11δE11 + S 12δE12 + S 13δE13

)
dAdL

=

∫
(Lbe)0

(
Ebe

‖g̊1‖
4 (Aεδε + I3κ21δκ21 + I2κ31δκ31) +

µbe
s

2 ‖g̊1‖
2 (I2κ32δκ32 + I3κ23δκ23)

)
dL , (31)

where I3 =
∫

A
(ξ2)2dξ2dξ3 and I2 =

∫
A
(ξ3)2dξ2dξ3 are the second moments of area about g̊3 and g̊2,

respectively. In the above equations, ‖g̊1‖ can be approximated as ‖å1‖ for simplicity.

2.3.4. Penalty coupling

In practice, the leaflets and skirt are sutured together and then sutured to the frame. To model
the connections between these different components in the simulation, we adapt the penalty cou-
pling approach proposed by Herrema et al. [55]. To enforce the shell–shell coupling of the skirt
and leaflets, consider a patch interface Lss

I between two shell surface patches Ssh,A and Ssh,B. Note
that the two patches may not have conforming discretizations. In order to impose the displacement
continuity at the coupled patch interface, a displacement penalty term is added to Bsh

s (ws, y) and is
given as

+

∫
Lss

I

αss
d

(
wsh,A

s − wsh,B
s

)
·
(
ysh,A − ysh,B

)
dL , (32)

where ysh,A and ysh,B are the displacements on surface patches Ssh,A and Ssh,B, respectively, along
the penalty curve Lss

I , wsh,A
s and wsh,B

s are their respective weighting functions, and αss
d is a variable

penalty parameter of large magnitude. For shell–beam coupling of the skirt and the frame, the
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same displacement penalty approach is used. Thus, the displacement penalty term of the form,

+

∫
Lsb

I

αsb
d

(
wsh

s − wbe
s

)
·
(
ysh − ybe

)
dL , (33)

where αsb
d is an adjustable penalty parameter and Lsb

I is a penalty curve along the shell–beam
interface, is added to Bs(ws, y). For the shell–beam coupling, in practice, we choose the penalty
curve Lsb

I to be Lbe.
For imposing the rotational continuity between the two shell surfaces, the penalty approach is

also used to maintain the angle formed by coupled patch interfaces. A rotational penalty term [55]
is added to Bsh

s (ws, y) and is given as

+

∫
Lss

I

αss
r

((
δ cos φ − δ cos φ̊

) (
cos φ − cos φ̊

)
+

(
δ sin φ − δ sin φ̊

) (
sin φ − sin φ̊

))
dL , (34)

where φ̊ and φ are the angles between the surfaces before and after deformation, respectively, and
δ denotes the variation. The net-like structure of the THV frame geometry restrains twisting in any
local unit of the wire. Thus, we assume the effect of the beam rotation on the shell to be negligible
and do not impose a rotational penalty for the shell–beam coupling.

The penalty parameters for shell–shell coupling are given as

αss
d = αss Esh H

hsh,I (1 − (νsh)2)
, (35)

αss
r = αss Esh H3

12 hsh,I (1 − (νsh)2)
, (36)

where αss is a dimensionless penalty coefficient, Esh is some effective material stiffness with units
of stress (e.g. the Young’s modulus in a linear isotropic material), hsh,I = (hsh,A + hsh,B)/2, hsh,A and
hsh,B are the lengths of the local elements in the direction most parallel to the penalty curve, and νsh

is the Poisson’s ratio. A value of αss = 103, as proposed by Herrema et al. [55], is appropriate for
the shell–shell coupling in this work. For shell–beam coupling, the following penalty parameter is
employed:

αsb
d = αsb min

 Esh H
hsh (1 − (νsh)2)

,
Ebe
√

A
hbe (1 − (νbe)2)

 , (37)

where αsb is a dimensionless penalty coefficient, hsh is defined to be an effective shell element
length3, and hbe is defined to be the local beam element length. The selection of αsb

d from the

3The shell elements are arbitrarily cut by the penalty curve, so the shell element length along the penalty curve
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minimum parameter value between coupled materials produces a sufficiently high penalty value
that is not excessive for the lower stiffness material; the penalty parameter is high enough to ensure
constraint satisfaction without creating excessive ill-conditioning. In this work, αsb = 104 for shell–
beam coupling. To apply this coupling method to the hyperelastic material model of the leaflets
and skirt, Esh is calculated based on the shear modulus of the neo-Hookean term (c0) in Eq. (13)
and νsh is set to 0.5.

2.3.5. Contact formulation

The THV presents multiple contact problems, including leaflet to leaflet, leaflet to frame, and
frame to artery wall contact. In this work, a nonlocal contact formulation developed by Kamensky
et al. [66] is used to penalize interpenetration of various structural components at their quadrature
points. Consider all structural parts to be a single body with reference configuration Ω0. For
contact between two points, xA and xB, the following contact term is added to Bs(ws, y):

+

∫
Ω0\BR(x̊A)

∫
Ω0

δrAB · φ′c(r
AB)

rAB

rAB dx̊Adx̊B , (38)

where x̊A and x̊B are in Ω0, BR(x̊A) is the Euclidean ball of radius R around x̊A, rAB = xB−xA, rAB =

‖rAB‖, and φ′c(r
AB) is a contact kernel. Kamensky et al. [66] developed a nonlocal formulation for

arbitrary φ′c and proposed a singular kernel that requires the use of an adaptive time stepping
scheme and a specialized nonlinear solver. For simplicity, in this work, we use a linear penalty
force to avoid the complicated additions required for a singular kernel, and define the contact
kernel as

φ′c(r
AB) = −max(kc(rmax − rAB), 0) , (39)

where kc is a penalty parameter that needs to be sufficiently large and rmax is a cutoff distance within
which the contact force is active.

2.3.6. Static friction formulation

When the THV is deployed into the aortic root, it expands and anchors itself on the artery wall
and diseased leaflets, and stays in place due to the role of friction. The friction force is dependent on
the radial outward force of the THV and the roughness and geometry of the aortic wall. In order to
model this effect, a simple static friction model is proposed to estimate the friction force, assuming
the THV does not slide after it is fully deployed. The friction force is only active at the locations
where contact between the frame and the artery wall occurs after deployment. In this model, the

may change significantly between neighboring elements. To avoid producing an oscillatory penalty field and unstable
simulations, we choose the effective element length to be the average of the shell element lengths in the direction of
the penalty curve.
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tangential component of the distance between the frame and the artery wall is penalized relative to
a reference distance, where the reference distance is determined after the frame is fully deployed.
Thus, for the static friction between the solid (artery wall) and beam (frame), the following penalty
term is added to Bs(ws, y) in locations where contact occurs:

+

∫
Ωbe

0

∫
Ωso

0

δ(r)τ · αf |φ
′
c(‖r‖)| (‖(r)τ‖ − ‖(rd)τ‖)

(r)τ
‖(r)τ‖

dx̊sodx̊be , for ‖r‖ < rmax , (40)

where Ωbe
0 and Ωso

0 are the reference configurations of the beam and solid, respectively, x̊be ∈ Ωbe
0 ,

x̊so ∈ Ωso
0 , subscript “d” indicates the deployed configuration, subscript “τ” indicates the tangential

component, r = xbe − xso, rd = xbe
d − xso

d ,

(r)τ = r − (r · n)n , (41)

(rd)τ = rd − (rd · nd)nd , (42)

n and nd are the outward normal vectors on the artery wall in the current and deployed configura-
tions, respectively, αf is a penalty parameter, and the contact kernel φ′c(‖r‖) is introduced so that the
friction force is proportional to the contact force. In this work, αf = 103 is found to be effective; the
value is large enough to avoid sliding between the frame and the artery wall and is small enough
to avoid producing ill-conditioned stiffness matrices in the FSI system.

2.4. Immersogeometric discretization of the FSI model

A technology that has shown great promise for valvular FSI simulation is immersogeometric
analysis [45–53]. Kamensky et al. [45] and Hsu et al. [46] developed a numerical method that, in
the tradition of immersed boundary methods [67–70], allows the structure discretization to move
independently of the background fluid mesh. The technique directly captures design geometries
in the unfitted analysis mesh, and makes beneficial use of isogeometric analysis (IGA) [71, 72]
to discretize both the structural and fluid mechanics subproblems involved in the FSI analysis.
Immersogeometric analysis enables us to discretize the subproblems independently, then couple
the interactions through constraint equations. In this section, we discuss the immersogeometric
discretization of the FSI problem.

2.4.1. Fluid and structure subproblems

The ALE Navier–Stokes subproblem is discretized using a combination of nonuniform rational
B-spline (NURBS)-based IGA and the variational multiscale (VMS) approach [73–77], with some
modifications to the stabilization parameters to improve mass conservation, as detailed in Kamen-
sky et al. [45, Section 4.4]. The ALE–VMS formulation may be interpreted both as a stabilized
formulation and a large-eddy simulation turbulence model; the methodology applies equally well
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to laminar and turbulent flows and is thus attractive for the current application where the nature
of the flow solution is not known a priori. The VMS formulation maintains stability over broad
classes of velocity and pressure discrete spaces and we are not restricted to special inf–sup-stable
combinations. For computations in this paper, we use an “equal order” discretization scheme—the
same scalar discrete space is used to represent the pressure and each Cartesian component of the
fluid velocity. On the fluid mechanics domain interior, the mesh velocity û is obtained by solv-
ing a fictitious linear elastostatic problem subject to the displacement boundary conditions coming
from the motion of the fluid–solid interface from each time step to the next [78–82]. The solid,
shell, and beam structures are discretized using IGA and Galerkin method. We use at least C1-
continuous NURBS patches to represent the geometries. NURBS are also used as basis functions
for discretization; they can easily provide the required C1-continuity between elements for the
Kirchhoff–Love shell and Bernoulli beam formulations.

2.4.2. Discretization of the fluid–structure kinematic constraint

The artery wall and blood flow domains are chosen to have conforming discretizations at the
fluid–solid interface. This automatically satisfies the kinematic and traction compatibility condi-
tions due to the fact that uf = us and wf = ws at the interface causing the Lagrange multiplier and
penalty terms in Eq. (1) to be zeros. This is not the case at the fluid–shell interface; the fluid–shell
coupling utilizes the Lagrange multiplier and penalty methods to enforce the kinematic constraints.
To take advantage of the weak imposition of no-slip conditions at the fluid–shell interface [56, 83],
the tangential component of the Lagrange multiplier λλλ is formally eliminated leaving only penalty
method to weakly enforce the no-slip condition. However, due to the presence of large pressure
gradients across the leaflets, the normal component of the Lagrange multiplier λ = λλλ · nsh

s , where
nsh

s is the normal vector of the shell midsurface, is retained at the fluid–shell interface in order
to strengthen the enforcement of the no-penetration condition. For fluid–beam coupling, we only
use penalty to weakly enforce the kinematic constraints due to the fact that the interaction force
between the beam and the blood flow is not high.

The discrete variational equation for this FSI system is summarized as follows: Find uh
f ∈ S

h
u,

ph ∈ Sh
p, yh ∈ Sh

y , and λ ∈ Sh
` such that for all wh

f ∈ V
h
u, qh ∈ Vh

q, wh
s ∈ V

h
y , and δλ ∈ Vh

` ,

BVMS
f

(
{wh

f , q
h}, {uh

f , ph}
)
− FVMS

f

(
{wh

f , q
h}
)

+ Bs

(
wh

s , y
h
)
− Fs

(
wh

s

)
+

∫
Ssh

(
wh

f − wsh,h
s

)
· λnsh

s dS

+

∫
Ssh
δλ

((
uh

f − ush,h
s

)
· nsh

s −
r

βsh
NOR

λ

)
dS

+

∫
Ssh

(
wh

f − wsh,h
s

)
· βsh

NOR

((
uh

f − ush,h
s

)
· nsh

s

)
nsh

s dS
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+

∫
Ssh

(
wh

f − wsh,h
s

)
· βsh

TAN

((
uh

f − ush,h
s

)
−

((
uh

f − ush,h
s

)
· nsh

s

)
nsh

s

)
dS

+

∫
Lbe

(
wh

f − wbe,h
s

)
· βbe

(
uh

f − ube,h
s

)
dL = 0 , (43)

where BVMS
f and FVMS

f are the VMS discretizations of Bf and Ff, respectively, the superscript h

denotes the corresponding variable in the discrete space, βsh’s and βbe are penalty parameters for
fluid–shell and fluid–beam interfaces, respectively, and r ≥ 0 is a dimensionless constant, typically
� 1. The term associated with r is introduced to regularize the no-penetration constraint in order
to circumvent the inf–sup condition (see Kamensky et al. [48] for details); it can be viewed as a
degenerate case of strongly-consistent Barbosa–Hughes stabilization [84]. It is important to note
here that in Eq. (1), the fluid–structure coupling terms are integrated over ΓI; we separate these
terms and choose ΓI to be Lbe for the fluid–beam term and Ssh for the fluid–shell terms.

2.5. Time integration and solution strategies

Partial derivatives with respect to time in the fluid and structure subproblem formulations are
discretized using the generalized-α method [82, 85, 86]. A semi-implicit time integration pro-
cedure, where we integrate the fluid–structure penalty coupling implicitly then update the La-
grange multiplier for the no-penetration constraint explicitly, is used to solve the FSI equation
system [45, 46]. The procedure can be generalized into two stages. The first stage is to solve
implicitly for the n + 1 time level fluid, solid structure, mesh displacement, shell structure, and
beam structure unknowns, using a combination of quasi-direct and block-iterative coupling strate-
gies [87, 88], holding the Lagrange multiplier fixed at its current value at time level n. For each
Newton iteration for solving the nonlinear system of the first stage, we first solve the fluid and solid
problems together as a subsystem due to the nature of their conforming discretizations, then solve
the subsequent problems of mesh-moving, shell, and beam subsystems individually. For solving
each current subsystem, the most updated solutions obtained from solving previous subsystems are
used. The residuals of all the subsystems are converged to some tolerance, before advancing to the
next stage.

The second stage is to update the fluid–shell structure interface Lagrange multiplier by adding
the normal component of penalty forces derived from the fluid and structure solutions in the first
stage. The Lagrange multiplier is represented in the discrete setting by a set of scalars stored at the
quadrature points used to compute integrals over Ssh. These scalar samples at time level n + 1 are
updated explicitly using the formula

λn+1 = λn + βsh
NORRn+α f , (44)
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Figure 1: Self-expandable CV26 modeled by cubic NURBS curves and surfaces.

where Rn+α f is a regularized no-penetration constraint residual

Rn+α f =
(
un+α f

f − (ush
s )n+α f

)
· nsh

s −
r

βsh
NOR

λn+1 , (45)

and n+α f is an intermediate time level, between steps n and n+1, associated with the generalized-
α algorithm. Analysis of stability and accuracy of this methodology, which we refer to as the
dynamic augmented Lagrangian approach, can be found in Kamensky et al. [89] and Yu et al. [52].

3. Geometry modeling

In this work, a self-expandable 26 mm Medtronic CoreValve (CV26), as shown in Hopf [90,
Figure 2.43], is modeled and studied with the FSI simulation. The CV26 consists of three biopros-
thetic leaflets and a skirt sutured onto a tubular nitinol-based frame, and is intended for patients
with 20–23 mm annulus diameters. We propose the following geometry modeling strategy to build
the structure of the THV and the aorta. First the frame geometry is constructed, and the skirt is built
to follow the frame profile. The three CV26 leaflets are then designed based on frame geometry
and the attachment edges between the leaflets and the skirt. Finally the aorta is constructed from
patient-based data. Detailed procedures for this modeling procedure are described in the following
sections to obtain the final CV26 IGA model, shown in Figure 1, and the ascending aorta model.

3.1. Frame

The CV26 frame is laser-cut from a solid tube into 30 individual wires with a total of 165
connection points. These wires are modeled using the extension of the isogeometric Bernoulli
beams described in Section 2.3.3, with each beam centerline defined as a cubic NURBS curve
(weights are set to 1). Thus, there are two primary steps in the design procedure: defining the
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Figure 2: (a) Two cubic NURBS curves with three sets of overlapping control points to define one overlapping physical
point. (b) Corresponding basis functions and knot vector.

centerline NURBS curves and defining the cross-sectional profiles along the curves. In this model,
the frame is assumed to be radially symmetric, so it is natural to define cylindrical coordinates,
rc, φc, and zc, and the corresponding cylindrical unit vectors, r̂rrc, φ̂φφc, and ẑzzc, to describe the frame
geometry.

The THV frame contains many connected locations between wires; each connection must be
modeled correctly to capture the physical behavior of the wires at each connection point. To
accomplish this, we first consider that the two wires must intersect at a single physical location
that will be shared before and after deformation. As demonstrated in the simple case shown in
Figure 2b, only three cubic NURBS basis functions influence each knot location on the defined
uniform knot vector (indicated by the red dash on the horizontal axis). Thus, a simple method
to connect two cubic NURBS curves at a single point is to define the desired connection point at
the physical location of a knot, and to collocate three pairs of corresponding control points from
the two curves. As demonstrated in Figure 2a, the physical location associated with the ξ = 0.5
knot location is only influenced by control points 3, 4, and 5. By constraining these three control
point pairs to move together, the physical location of the single shared point will be maintained
throughout the deformation. For other degree NURBS curves, the number of collocated control
points should be adjusted appropriately.

The design dimensions of the CV26 considered in this work are estimated according to a given
bottom diameter of 26 mm and Figure 2.43 in Hopf [90]. Based on the estimated diameters along
the frame profile, a set of baseline key points that define the top, bottom, and connection locations
on a single wire are described in the cylindrical coordinate system. Figure 3 shows the diameter
profile, the set of initial key points, P1 to P11, and the table that lists the corresponding cylindrical
coordinates of these points. Based on the previous demonstration, the curve geometry is defined so
that each connection location will be set at the physical location of a knot, and the required three
control points for the connection point are also defined at this location. One additional control point
is introduced at each end of the curve to control the shape of the wire. As shown in Figure 3, once
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the first curve (red curve) is properly defined, a second curve (blue curve) is defined by mirroring
the first curve across the rczc-plane at φc = 0. To maintain the radial symmetry of the frame at
connection locations between the pair of wires, each set of control points that correspond to a
key point must also be collinearly defined along the zc-axis. For simplicity, we choose a uniform
knot vector so that the central control point in each group of three collinear points will naturally
coincide with the connection location. The distance from the connection location to the adjacent
collinear control points can then be adjusted to visually match the geometry of the frame shown
in Hopf [90, Figure 2.43].

A clamped condition is defined between wires, so we also need to guarantee that the moment
will be transferred through the connection point. The following two conditions must be met to
ensure the moment transfer at the connection: the tangents at the connection points of both curves
must be equal and the angle between the two curves must be maintained. By design, the red
wire and the mirrored blue wire in Figure 3 share the same basis functions. Therefore, the first
derivatives of the basis functions for these two curves are also identical, which satisfies the equal
tangent condition at the connection points. To satisfy the second condition, two control points
that are overlapped in an undeformed configuration will be treated as a single control point during
the simulation. Therefore, the four degrees of freedom, three translations and one rotation, for
the overlapping control points are shared. Thus, the two control points share identical updated
solutions, which satisfies the angle condition between these two curves at the connection points
during deformation. With these two conditions fulfilled, the moment can be properly transferred
through the connection point.

After the pair of curves is defined, the cross-sectional profiles must also be described. These
profiles are defined over the entire NURBS curve using two local unit vectors, v2, and, v3. In
this work, the following approach is proposed to determine the orientation of these orthogonal
base vectors that define the cross-sectional profiles. Let v1 be the local unit vector that defines
the tangent of the curve. Then, define the local unit vector, v2, to be perpendicular to v1 and the
cylindrical unit vector,

φ̂φφc =


− sin φc

cos φc

0

 , (46)

and v3 to be perpendicular to v1 and v2. Hence, these two unit vectors representing the cross-
sectional profile can be defined as

v2 = v1 × φ̂φφc (47)

v3 = v1 × v2. (48)
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P6 10.30 12 22.34
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P10 12.33 12 5.15
P11 13.00 0 0.00

Figure 3: Cylindrical coordinates definition of two NURBS curves that define two wires in the CV26 frame. Black
dashed lines depict the control point polygon. Solid red markers represent the locations of P1 to P11 that define the
connection points on the CV26. Hollow markers represent the rest of control points that can be used to adjust the
shape of the wire. The cylindrical coordinates of P1 to P11 are listed in the table.

Figure 4: Geometry of a perfectly radially symmetric CV26. The two initial wires, shown in green, are constructed
first and radially repeated to construct the full frame geometry.

In this work, we define a rectangular cross-section with a constant width of 0.54 mm along v2 and
a constant width of 0.21 mm along v3 based on the information in Hopf [90]. For the formulation
of the Bernoulli beam described in Section 2.3.3, we choose å2 and å3 to be v2 and v3, respectively.

From the defined curves and cross-sectional profiles, the final frame geometry can then be con-
structed based on the radial symmetry. As depicted in Figure 4, the two initial wires are repeated
radially about the zc-axis to construct the complete frame.
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(a) Initial skirt design (b) Final skirt design

Figure 5: Model of the skirt before and after the surfaces are penalized to match the frame geometry.

3.2. Skirt and leaflets

To construct the skirt geometry, we first design the top edge of the skirt to intersect with the
modeled frame and to visually match the skirt geometry shown in Hopf [90, Figure 2.43]. With
the top edge defined, the rest of the skirt surface should be defined to follow the geometry of the
frame; however, this is not a straightforward process. As shown in Figure 5a, an initial skirt design
is first constructed using three identical NURBS surfaces (weights are set to 1) that roughly match
the geometry of the frame and that are connected with vertical C0 lines. A penalty-based approach
is then employed to force the skirt to conform to the frame geometry by penalizing the current
location of the skirt against the reference location of the frame. To achieve this, a shell simulation
is performed with the penalty term,

+

∫
Lbe
α′sbwsh

s ·
(
xsh − x̊be

)
dL , (49)

added to the structural formulation. At the C0 lines, the skirt surfaces are coupled using the shell–
shell coupling method described in Section 2.3.4. The final conforming geometry of the skirt,
shown in Figure 5b, is used as the reference configuration for the THV simulations. In practice,
the initial design of the skirt may be very different from the frame, which makes xsh − x̊be very
large. Thus, the required α′sb for this procedure is determined to be 100 times smaller than αsb

defined in Section 2.3.4.
Following the leaflet parametric design procedure proposed in Xu et al. [50], the leaflets are

defined from a given attachment edge, a free edge, and a curvature. For the THV, the attachment
edge of the leaflet is determined by the structure of the frame and the top edge of the skirt. The
free edge and the curvature of the leaflet are designed empirically so that the leaflets visually
match Hopf [90, Figure 2.43] and Azadani and Tseng [91, Figure 2]. It is not straightforward to
directly design the closed shape of leaflet shown in Azadani and Tseng [91, Figure 2]. Therefore,
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(a) Initial leaflet design (b) Final leaflet design

Figure 6: Leaflet configuration before and after a pressure is applied to deform the geometry and obtain the new
reference configuration used in the structural and FSI simulations.

an initial design is first generated, as shown in Figure 6a. A uniform pressure is then applied on the
three surfaces to deform the leaflets until the geometry is visually similar to the leaflets in Azadani
and Tseng [91, Figure 2]. The rotational penalty described in Section 2.3.4 is neglected in this step
since the moment transfer between the leaflets and the skirt is unnecessary during this part of the
design process. Figure 6b shows the final geometry of the leaflets that will be used as the reference
leaflet configuration for the THV simulations.

The CV26 leaflet design also incorporates three enlarged lateral end regions that form the
commissural joints [92]. In this work, these structures are modeled with 6 NURBS surfaces whose
initial shape roughly follow the frame geometry. The same penalty technique employed for the
skirt geometry is again applied to match the surfaces to the frame. The leaflets are coupled to
the skirt and commissural joints at the attachment edges during the THV simulations using the
penalty coupling approaches described in Section 2.3.4 to impose the displacement and rotational
continuity between shell surfaces.

The computational meshes for the final skirt and leaflet geometries are illustrated in Figure 7.
The skirt mesh contains a total of 324 cubic NURBS elements and 567 control points, and the
commissural joints contain a total of 72 elements and 270 control points, as shown in Figure 7a.
Figure 7b shows the fiber orientation of 45◦ on the leaflet and a total of 1080 elements and 1449
control points for all three leaflets.

3.3. Aorta

The aorta geometry is constructed based on the statistics regarding adult aorta sizes obtained
from 2D echocardiographic images [93–95] and is modeled with three main components: the root,
base, and tubular ascending aorta. The root is modeled using the same parametrization method
described in Morganti et al. [93] and is detailed in Figure 8a. Four key cross sections, defined from
the ventriculo-aortic junction, the sinuses of Valsalva, the sinotubular junction, and the tubular as-
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(a) Skirt and commissural joints (b) Leaflets and fiber orientation

Figure 7: Computational meshes of the final structures for the stress-free reference configuration.

cending aorta, are used to characterize the root. The corresponding diameters of the cross sections
are defined as DA, DSV, DSTJ, and DTAA, respectively, as shown in the upper figure of Figure 8a.
The clover-shaped cross section is constructed using three circular arcs to represent the three si-
nuses, with dimensions illustrated in the lower part of Figure 8a. In this work, all of the α angles
are chosen to be 60◦. The details of the length scales are listed in Table 1. Note that the annulus
diameter is 23 mm therefore CV26 is suitable for this aorta configuration. The four defined cross
sections are interpolated using cubic NURBS functions to construct the root surface. The surface
tangents at the cross sections of DSV, DSTJ, and DTAA are constrained to the vertical direction. The
base section is constructed using a circular cylinder with radius DA that is attached to the bottom
of the root. This is used to represent the upper region of the left ventricle. The tubular ascending
aorta surface is constructed using circular cross sections and a centerline that are both extracted
from patient-specific data. The diameter of the lowest cross section of the tubular ascending aorta
is defined to be DTAA, and the surface tangent at the cross section is again constrained to the vertical
direction.

The final aorta geometry is used as the lumen surface of the geometry model, which is the
interface between the artery wall and fluid domain. The artery wall thickness is defined as 14%
of the local lumen radius. The blood flow domain and artery wall are constructed following the
workflow detailed in Xu et al. [50], and quadratic trivariate NURBS elements are used to discretize
the entire domain. Figure 8b illustrates the computational mesh, with 88,560 elements in the fluid
domain, and 8640 elements in the artery wall. In this work, we refer to the inlet as the left ventricle
end of the artery and the outlet as the tubular ascending aorta end.
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Figure 8: Geometry modeling of the aorta, and the computational meshes and boundary conditions used in the FSI
simulation.

Table 1: Aortic root dimensions

All adults
(12 patients) [93]

Male adults
(68 patients) [94]

Male adults
(310 patients) [95]

Selected
parameters

DA (mm) 20.5 26 ± 3 21.9 ± 2.2 23
DSV (mm) 32.6 34 ± 3 33.6 ± 3.9 34
DSTJ (mm) 29.8 29 ± 3 28.7 ± 3.2 29
DTAA (mm) 31.4 30 ± 4 29.9 ± 3.8 30
dRC, dLC, dNC (mm) 18.8 – – 20
dRL, dLN, dNR (mm) 13.8 – – 14
HSV (mm) 10.9 – – 11
HSTJ (mm) 24.4 – – 24
HTAA (mm) 34.2 – – 34

4. Application to FSI analysis of TAVR

In this section, we apply the developed immersogeometric framework to the FSI simulation of
the THV. We first validate the implementation of the beam formulation using a number of example
problems. We also simulate the THV crimping process and check the fluid–beam interaction.
Finally, we simulate and analyze the full TAVR process using FSI.
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Figure 9: The 45◦-bending beam benchmark problem. The red curve in the problem setup shows the undeformed ge-
ometry, and the blue curve indicates the deformed geometry. The deformed configuration is shown at a load parameter
of k = 5. The computed results for the beam deflection are compared to Bathe and Bolourchi [96].

4.1. Frame validation

To ensure the correct implementation of the Bernoulli beam, we apply our method to a well-
established benchmark problem, the nonlinear analysis of a 45◦-bending beam [96–99]. We also
test the effectiveness of the method to model the connection points between two beams using
a simple example problem. Finally, we perform a tension test on the CV26 frame model and
compare the simulation results to experimental results to validate the effectiveness of the proposed
technology.

4.1.1. Geometrically-nonlinear beam benchmark

The beam geometry considered in the first benchmark problem is a circular segment with radius
R = 100 m and a square cross-sectional profile with an area of 1 m2. A clamped boundary condition
is applied at one end of the beam, and a point load F is applied out-of-plane at the other end. The
Young’s modulus of the beam is E = 100 GPa, the Poisson’s ratio is ν = 0.0, and the point load
is determined by a load parameter k = FR2

EI , where I is the moment of inertia of the cross-section
for the beam. The deflections are non-dimensionalized by the radius R. The problem setup and
simulation of a cubic NURBS curve with 16 elements at k = 5 are shown in Figure 9a. In Figure 9b,
the non-dimensional tip displacements are compared to the results in Bathe and Bolourchi [96].
For comparison, the results of the non-dimensional z-deflection from the linear analysis are also
included. The simulated deflections are in excellent agreement with the reference solutions.

4.1.2. Connection point problem

To test the new technology proposed for the connection points, an example problem is per-
formed with a mesh independence study. The centerline of the first beam (shown in Figure 10)
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Table 2: List of coordinates of Q1 to Q7 for the connection point problem.

x (mm) y (mm) z (mm)
Q1 -300 500 0
Q2 -200 200 0
Q3 0 100 0
Q4 0 0 0
Q5 0 -100 0
Q6 200 -200 0
Q7 300 -500 0

F

X

Y

Z
Clamped

Q1

Q2

Q3 Q4
Q5 Q6

Q7

(a) Connection point problem setup

120

Y X

Z
F

Q 1 7, Q Q 2 6, Q Q 3 4, Q 5, Q

(b) Side view of the beam configuration

Figure 10: Initial geometry and setup for the beam connection point problem, including the beam centerlines and
control points.

is constructed using a cubic NURBS curve (weights are set to 1) with 7 control points, listed in
Table 2, and a uniform knot vector. The first beam is defined with a rectangular cross section of
width 100 mm and height 30 mm, with the height oriented in the z-direction. The second beam
is then generated by duplicating and rotating the first beam by 120◦ about the y-axis, as shown in
Figure 10b. Control points Q3, Q4, and Q5 are overlapped with the corresponding three control
points of the second beam to define a connection point. A clamped boundary condition is applied
at one end of the first beam, as shown in Figure 10a, which means all degrees of freedom on con-
trol points Q6 and Q7 are fixed during the simulations. A force F is applied to the end of the other
beam in the −x-direction. If the force is transferred properly through the connection point, the en-
tire structure will deform. The displacement in the z-direction of control point Q1 is collected. The
Young’s modulus and Poisson’s ratio are set to E = 100 MPa and ν = 0.33, respectively. These
mechanical properties are chosen such that the displacement is clearly visible. A frame from the
simulation result is plotted in Figure 11.

The results from a global h-refinement study are shown in Figure 12a. Global h-refinement
of the beams shows converged results around three levels of refinement, however, this refinement
procedure is very computationally expensive. Based on our observation of the deformed frame
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Figure 11: Undeformed (red) and deformed (green) beam geometries for the connection point problem.

Table 3: Number of elements for each mesh in the connection point problem.

Global h-refinement Local h-refinement
M0 4
M1 8
M2 16
M3 32 M2L1 18
M4 64 M2L2 20
M5 128 M2L3 22

structure, the connection points show a larger local change in curvature compared to the rest of
the structure. Therefore, instead of global h-refinement, we propose a different way to perform h-
refinement, which focuses on the connection points, called local h-refinement. Refinement around
the connection points is also important to limit the effect of the clamped boundary condition in a
localized region. The new local refinement is performed on the globally-refined M2. The locally
refined meshes are denoted starting from the first refinement level as M2L1 to M2L3, with the
corresponding number of elements shown in Table 3. At each successive level of local refinement,
the elements directly adjacent to the connection points are divided into two elements, as shown in
Figure 13. The results using local h-refinement are shown in Figure 12b, which demonstrates that
performing local refinement obtains similar results to global h-refinement with significantly fewer
elements.

4.1.3. Frame tension test

To further validate the new technology proposed for the frame geometry, we perform a two-
point tension test of the frame and compare the computed results to the experimental and simulation
results performed in Hopf [90]. For the experiment, two points at the top of the frame are attached
to thin steel wires, which are clamped and pulled by a biaxial machine as shown in Hopf [90, Figure
2.58]. To simulate this procedure, two opposing forces in the horizontal direction are applied to
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Figure 12: Force versus z-displacement for the connection point problem using global and local h-refinement.

(a) M1 (b) M2

(c) M2L1 (d) M2L2

Figure 13: Local h-refinement procedure used at the connection points.

opposite points on the frame, as shown in Figure 14. The St. Venant–Kirchhoff material model is
applied with Young’s modulus of E = 58 GPa and Poisson’s ratio of ν = 0.33, as reported in Hopf
[90]. The change of distance between the two points with opposing forces is collected and a mesh
independence study is performed.

The original frame discretization indicated in Section 3.1 consists of 840 elements, denoted
as M0. Global h-refinements are performed and labeled as M1 to M4, with the corresponding
number of elements shown in Table 4. The results of the tension tests with global h-refinement
are shown in Figure 15a. The refinements M3 and M4 give similar results that are qualitatively
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F F

Figure 14: Frame deformation under the tension forces.

Table 4: Number of elements for each mesh in the frame tension test.

Global h-refinement Local h-refinement
M0 840
M1 1680
M2 3360 M1L1 2280
M3 6720 M1L2 3480
M4 13340 M1L3 4080

close to the experimental and simulation results reported in Hopf [90]. Note that the exact material
properties of the frame are not known, which can contribute to the discrepancy from the exper-
imental data. Local h-refinements from the globally-refined M1 at the connection locations are
also performed and labeled as M1L1 to M1L3. The corresponding number of elements is listed
in Table 4. The results of this local h-refinement study are shown in Figure 15b. In comparison
to global h-refinement, the local refinement gives similar results with a significantly lower number
of elements, decreasing the computational cost substantially. Thus, we select local h-refinement
M1L2 for the FSI simulations.

4.2. TAVR FSI simulation setup

Transcatheter heart valves are designed to be oversized with respect to the diameter of the
aortic annulus. In this work, the diameter of the CV26 THV is larger than the diameter of the
artery, as described in Section 3. The whole THV needs to be crimped enough to fit inside the
artery and then deployed at a specific location. We create a crimping and deployment procedure
to realistically model the interaction between the THV and the aortic wall4. Consequently, before
setting up the complete FSI simulation, there are two main stages of simulation that need to be

4We note that we do not consider the procedure of crimping the THV into a catheter. Such a procedure requires the
modeling of shape memory and superelastic properties of the nitinol frame, which is outside the scope of this work.
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Figure 15: Force versus the change of distance between the two points for the THV frame tension test using global
and local h-refinement.

performed. The first stage is to crimp the THV model and the second stage is to deploy it into the
deformable artery.

4.2.1. THV crimping

The crimping procedure for the THV is a pure structural simulation. The frame is modeled
using the St. Venant–Kirchhoff material model with Young’s modulus of E = 58 GPa and Poisson’s
ratio of ν = 0.33, as reported in Hopf [90]. The mass density of the frame is set to 6.45 g/cm3.
According to Bruschi et al. [100], the CV26 is a tri-leaflet porcine pericardial tissue valve. In
this work, the leaflets are modeled using the Lee–Sacks anisotropic material model described in
Section 2.3.2. The material fitting procedure proposed in Wu et al. [51] is used to obtain the
parameters for the Lee–Sacks material model based on the 0◦-fiber biaxial mechanical properties of
porcine pericardium reported in Caballero et al. [101]. The fitting results for the leaflets are shown
in Figure 16a with the obtained parameters c0 = 117.1375 kPa, c1 = 41.4347 kPa, c2 = 109.7423,
c3 = 132.4545, and δ = 0.9883. In this work, we assume a fiber orientation of 45◦ for the leaflets,
as shown in Figure 7b, based on the fiber orientation of native porcine valves observed in Mega
et al. [102]. The fiber orientation of the skirt is unclear; for simplicity, the skirt is modeled using
the Lee–Sacks isotropic material model. The fitting result for the skirt is shown in Figure 16b, with
obtained parameters c0 = 117.1375 kPa, c1 = 60.3991 kPa, c2 = 92.4784, and δ = 1. Based on the
discussions from Bruschi et al. [100], the thickness of the skirt and leaflets is set to 0.033 cm. The
mass densities of these components are set to 1.0 g/cm3.

To crimp the THV, a radially inward force that is nonuniform along the vertical length of the
frame is applied. Since the wires are more concentrated in the lower region of the frame and this
area is also coupled to the skirt and leaflets, the lower region of the THV crimps more slowly
than the upper region when the same magnitude of force is applied. Thus, in order to avoid over
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Figure 16: Porcine pericardial material fitting results using the Lee–Sacks material model for experimental data re-
ported in Caballero et al. [101].

crimping the topmost region, we apply a nonuniform force with a higher magnitude on the lower
part of the frame. This force is applied on the beam until the THV is sufficiently crimped so
that the diameter of the crimped THV is less than the diameter of the aortic annulus, as shown in
Figure 17a. During this simulation we consider only the radial components of the acceleration,
velocity, and displacement for each of the lowermost control points of the beam, which constrains
these control points to move only in the radial direction.

4.2.2. THV deployment

In practice, the THV is deployed into the artery in conjunction with the blood flow, so we
choose to replicate this process by using FSI for the deployment simulation. To obtain the pre-
scribed artery wall prestress that is required for FSI simulations, we apply the left ventricular
pressure at peak systole5 (t = 0.25 s) at the inlet of the artery and a resistance boundary condition
at the outlet. The resistance boundary condition is applied as the traction, −(p0 + RQ)nf, where
p0 = 80 mmHg is a constant physiological pressure level, R = 70 (dyn s)/cm5 is a resistance
constant, Q is the volumetric flow rate through the outlet, and nf is the outward facing normal of
the fluid domain as shown in Figure 8b. The fluid density and viscosity are ρf = 1.0 g/cm3 and
µf = 3.0 × 10−2 g/(cm s), respectively, which model the physical properties of human blood. The
backflow stabilization with γ = 0.5 is applied at both the inlet and outlet. This simulation is used
to obtain h̃f in Eq. (8); the prestress tensor S0 is then computed following the procedure in Xu
et al. [50]. The same fluid properties, resistance boundary condition, and backflow stabilization
are applied for all the FSI simulations in this work.

5The CV26 THV modeled in this work is suggested for use in a 20 mm to 23 mm diameter aortic annulus. As
shown in Table 1, the aortic annulus for the artery used here has a 23 mm diameter. Hence, we choose to build the
prestress based on conditions of the fully expanded state during the cardiac cycle, which occurs at peak systole.
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Table 5: Parameters for the contact problem.

kc (dyn/cm) rmax (cm)
solid–beam 1.5 × 1010 0.05
shell–beam 1.0 × 109 0.05
shell–shell 1.2 × 1011 0.03

During the FSI deployment simulation, the crimped THV is immersed into a pressure-driven
incompressible flow through a deformable artery. The pressure at t = 0.6 s in Figure 18 is applied
as a traction boundary condition at the inlet. We choose to deploy the THV during diastole which
causes the valve to close and the fluid to reach a hydrostatic state, while the system reaches a
quasi-static state. The artery wall is modeled as a neo-Hookean material with dilational penalty as
discussed in Section 2.3.1, where the shear and bulk moduli of the model are selected to produce
a Young’s modulus of 1.0 MPa and Poisson’s ratio of 0.45. The density of the arterial wall is 1.0
g/cm3, and the motion of the solid structure is damped by a body force with a damping coefficient
of 1.0 × 104 s−1 to model the interaction of the artery with the surrounding tissues and interstitial
fluid. The inlet and outlet cross sections are free to slide in their tangential planes and deform
radially, but they are constrained not to move in the normal directions [60]. The penalty parameters
for the fluid–shell and fluid–beam6 coupling in Eq. (43) are set to βsh

TAN = 2.0 × 102 g/(cm2 s),
βsh

NOR = 2.0 × 103 g/(cm2 s), and βbe = 2.0 × 102 g/(cm s) and the parameters for the contact
problem in Eq. (39) are presented in Table 5.

During the deployment simulation, the control points in the ring associated with P9 in Figure 3
are constrained in the vertical direction to maintain the location within the artery. This particular
ring is chosen to ensure that the attachment edge of each leaflet is aligned to the corresponding
sinus. The nonuniform force applied on the THV during crimping is then gradually released to
allow the THV to expand and fit into the artery, as shown in Figure 17b. Once the THV model is
fully deployed into the deformable artery at a target location, we define this state as the deployed
configuration, which is used for the calculation of friction. This configuration also provides the
initial conditions for the full FSI cardiac cycle simulation.

Remark 1. After deployment, the THV does not return to its reference configuration; as a result,
prestrain is introduced on the THV before the FSI simulation. Figure 17b shows the deployed con-
figuration during diastole. The leaflets in this configuration are fully loaded and have a maximum
strain of 0.201. However, this strain obtained using FSI simulation could very well be dominated
by the loading of the blood pressure. To examine the prestrain on the THV solely due to the deploy-
ment, we repeat the simulation and remove the coupling between the fluid and the THV structure.

6A simple study to determine the effectiveness of the penalty coupling for the fluid–beam problem is shown in Ap-
pendix A.
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Figure 18: The physiological left ventricular (LV) pressure profile, obtained from Yap et al. [103], is applied at the
inlet of the fluid domain. The duration of a single cardiac cycle is 0.86 s.

Figure 17c shows the strain introduced without the interaction with the fluid. The maximum strain
on the leaflets in this configuration is 0.068.

4.3. FSI simulation results and discussion

For the FSI simulation, a physiologically-realistic left ventricular pressure profile shown in
Figure 18 is applied as a traction boundary condition at the inlet. The duration of a single cardiac
cycle is 0.86 s and the time step size is set to ∆t = 1.0 × 10−4 s. The starting point of the FSI
simulation is at time t = 0.6 in order to be consistent with the deployment simulation. Three cardiac
cycles are computed, and the final cycle is used for the remainder of the discussion. Figure 19
shows several snapshots of the detailed fluid solution fields, strain maps, and the top view of CV26
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during the cardiac cycle. During systole, starting at t = 0.0 s, the inlet pressure is larger than the
outlet pressure (see Figure 18), which causes the valve to open and the strain to start increasing.
At t = 0.06 s, the leaflets open and contact the frame. The valve fully opens at t = 0.25 s. The
valve starts to close and reaches the fully closed configuration around t = 0.38 s. The fully loaded
configuration at t = 0.52 s is shown with a maximum strain of approximately 0.201. The strain
map for the leaflets on both the inner and outer surfaces are plotted during peak systole and peak
diastole in Figure 20. Generally, the highest level of strain occurs during diastole when the leaflets
are fully loaded. In this work we have a strain level of about 0.201 during diastole. However, it
is observed that the inner side of the leaflet during systole also has a large maximum strain value,
at about 0.195. This large strain level occurs due to the curvature of the leaflets in the fully open
configuration.

The total radial and static friction forces are plotted over a single cardiac cycle in Figure 21.
The variation of the radial force on the CV26 is mainly due to the interaction between the frame
and the deformable artery wall. As depicted in Figure 21a, the radial force drops during systole
(approximately from t = 0.0 s to t = 0.3 s) because the artery wall expands due to the pressure
of blood flow. When the blood flow slows down during diastole (from approximately t = 0.3 s to
t = 0.86 s), the artery wall shrinks, which increases the radial force on the CV26.

The friction force is separated into the x-, y-, and z-components and shown in Figure 21b. The
role of the friction force is to maintain the location of the THV while the forces from the blood
flow act on it. Based on the results, the x- and y-components of the friction force are negligible
compared to the z-component, so we consider only the z-component for the following discussion.
The positive direction of the friction force is defined to be in the positive z-direction. Thus, during
systole, the friction force is negative while the blood flow provides positive forces. During diastole,
the blood flow provides negative forces as the valve closes, causing the friction force to become
positive. The friction force magnitude distribution is shown in Figure 22 for the fully open and
fully closed configurations. In the fully closed configuration, the magnitude of the friction force is
significantly larger compared to the fully opened configuration, especially around the annulus. As
the valve closes and the leaflets provide a blockage for the blood flow, the magnitude of the friction
force increases to counter the effect of the additional force on the THV.

Figure 23 shows the ratio of friction force magnitude to radial force magnitude. The maximum
value of this ratio over a cycle is about 0.22. The friction force, Ffri, and radial force, Frad, may
be related by the equation, Ffri ≤ µFrad, where µ is the coefficient of friction. Equality only occurs
at the maximum friction force before the objects begin to slide. Based on experiments performed
by Mummert et al. [104], the coefficient of friction between the artery wall and the THV frame
is approximately 0.10 ± 0.01. The calculated ratio of friction force to radial force in this work
is higher than 0.10 during diastole, so the THV will not remain stationary in the artery in the
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Figure 19: Volume rendering of the velocity field at several points during a cardiac cycle. The time t is synchronized
with Figure 18 for the current cycle. The strain map (MIPE) on the skirt and leaflets and the top view of the THV are
also shown at each time. The strains are evaluated on the outer side of the shells.

existing configuration. To lower this ratio, one may elect to increase the diameter of the THV
frame in order to increase the radial force, or change aspects of the geometry design to decrease
the friction force. The results obtained using the proposed immersogeometric FSI framework
provide valuable information that can be used to study the anchoring ability of the THV under
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Figure 21: The total radial and friction forces versus time from the FSI simulation of the CV26 over a cardiac cycle.
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Figure 23: Ratio of friction force magnitude to radial force magnitude over a cardiac cycle.

physiologically realistic conditions.

5. Conclusions

In this paper, an immersogeometric framework for the FSI simulation of TAVR is successfully
developed. Methods are proposed to model and couple the main components involved in the TAVR
procedure, including the interactions among the artery wall, leaflets and skirt, frame, and blood
flow. The THV frame is parametrically modeled and validated; a parameterized design of the
entire THV is then simulated and analyzed using the proposed immersogeometric framework. The
simulation is comprised of three main stages to create a physiologically realistic and meaningful
simulation: crimping, deployment, and the FSI simulation. The crimping stage is necessary to
deploy the THV, as it is designed to be larger than the artery. The deployment procedure allows us
to account for the interaction between the THV and artery wall as the THV expands. During the
FSI simulation, radial and friction forces are computed and studied simultaneously to obtain the
ratio of friction force to radial force, which is important for indicating the anchoring capability of
the THV. By comparing the computed values to the given coefficient of friction, changes may be
made to the THV geometry to lower the risk of migration.

While the static friction formulation is sufficient for the objectives of this study, the simplicity
of the model leads to limitations that we may address in future work. The static friction only allows
us to study the anchoring ability and estimate the likelihood of migration. Including a dynamic
friction formulation would allow us to study the behavior of the THV migration over the cardiac
cycle. The St. Venant–Kirchhoff material model used for the frame presents another limitation as
it does not accurately reflect the shape memory and superelastic properties of the nitinol frame. In
this work, we only crimp the THV enough to fit within the artery, so an elastic model is sufficient;
however, a superelastic model would be necessary in order to fully crimp the THV to fit into a
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catheter. The penalty method used for fluid–beam coupling also introduces some limitations. The
penalty parameter and mesh resolution must be carefully chosen in order to accurately capture
the interaction between the fluid and the frame. Alternatively, one may elect to use the line drag
method (see, e.g., Tezduyar et al. [105] and Takizawa and Tezduyar [106]), which uses the relative
velocity and empirical approximation of drag over cylinders to compute the drag force applied to
the line by the fluid. However, since the frame is coupled to the shell structures on the bottom most
portion of the THV, this method would mainly only be needed for the top portion where the fluid
flows over the frame.

In the future, we plan to couple the proposed TAVR FSI framework with patient-specific in-
formation to determine the possibility of migration. This combination can provide valuable infor-
mation for clinical planning and decision making in determining the correct sizing for the THV.
If joined to a derivative-free optimization algorithm as in Wu et al. [107], such a framework even
opens the door for automatic determination of the best choice of THVs using FSI analysis.
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Appendix A. Fluid–beam interaction

To assess the technology proposed for the interaction between the fluid and the THV, we per-
form two test cases. The first test case is to study the implementation of the fluid–beam interaction
subproblem. The frame, without the leaflets and skirt, is placed in the deployment location within
the artery. The same boundary conditions as discussed in Section 4.2 are applied. To clearly show
that the frame interacts with the fluid, friction between the frame and artery wall is not considered
so that the frame may move freely inside of the artery. Figure A.1a shows the results obtained at
peak systole (t = 0.22 s) synchronized with Figure 18. It can be seen that the frame gets pushed
through the artery by the pressure of the blood flow, showing the full interaction between the frame
and the fluid. The second test case is used to study the interaction between the fluid and the full
THV. The full THV is deployed into the deformable artery, again with no friction applied and the
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Figure A.1: FSI simulation of the frame and the THV without friction.

same boundary conditions discussed in Section 4.2 are applied. Figure A.1b shows the THV dis-
placement from its original location due to the pressure from the blood flow and lack of friction to
hold it in place.
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