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Abstract We show how we use the Deforming-Spatial-
Domain/Stabilized Space–Time (DSD/SST) formulation
for accurate 3D computation of the aerodynamics of a
wind-turbine rotor. As the test case, we use the NREL
5MW o↵shore baseline wind-turbine rotor. This class of
computational problems are rather challenging, because
they involve large Reynolds numbers and rotating turbu-
lent flows, and computing the correct torque requires an
accurate and meticulous numerical approach. We com-
pute the problem with both the original version of the
DSD/SST formulation and a recently-introduced version
with an advanced turbulence model. The DSD/SST for-
mulation with the advanced turbulence model is a space–
time version of the residual-based variational multiscale
method. We compare our results to those reported re-
cently, which were obtained with the residual-based vari-
ational multiscale Arbitrary Lagrangian–Eulerian (ALE)
method using NURBS for spatial discretization and which
we take as the reference solution. While the original
DSD/SST formulation yields torque values not far from
the reference solution, the DSD/SST formulation with
the variational multiscale turbulence model yields torque
values very close to the reference solution.

Keywords DSD/SST formulation, Space–time varia-
tional multiscale method, Wind-turbine aerodynamics,
Rotating turbulent flow, Torque values

1 Introduction

Recent worldwide re-emphasis on renewable energy and
the expectation that advanced computing techniques and
large-scale computing can do much in supporting the
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technology in this area motivated a determined focus
on 3D wind-turbine simulation. For example, two re-
cent journal articles [1; 2] document the first compre-
hensive e↵ort to simulate wind-turbine rotors in 3D at
full scale, including rotor-geometry definition, meshing,
aerodynamic and structural modeling, and fully-coupled
fluid–structure interaction (FSI) computation. Isogeomet-
ric analysis, proposed in [3] as an alternative to the stan-
dard finite element method, was employed for the bulk of
the computations reported in [1; 2]. Wind-turbine sim-
ulation is a computationally very challenging class of
problems, because they involve large Reynolds numbers
and rotating turbulent flows, and computing the correct
torque, which is of course one of the most important
pieces of computer modeling, requires an accurate and
meticulous numerical approach. Addressing the compu-
tational challenges involved in this class of problems has
been a part of the computational mechanics research tar-
geting flows with moving boundaries and interfaces (see,
for example, [4; 5; 6; 7; 8; 9; 10; 11; 12; 13; 14; 15; 16; 17;
18; 19; 20; 21; 22; 23; 24; 25; 26; 27; 28; 29; 30; 31; 32; 33;
34; 35; 36; 37; 38; 39; 40; 41; 42; 43; 44; 45; 46; 47; 48; 49;
50; 51; 52; 53; 54; 55; 56; 57; 58; 1; 2; 59; 60; 61; 62; 63]),
including FSI and flows with mechanical components in
fast, linear or rotational relative motion [9; 12; 15; 18;
43].

Using the terminology and categorization used in [64],
we can view a method for flow problems with moving
boundaries and interfaces as an interface-tracking (moving-
mesh) technique or an interface-capturing (nonmoving-
mesh) technique, or a combination of the two. In interface-
tracking methods, as the interface moves and the spatial
domain occupied by the fluid changes its shape, the mesh
moves to accommodate this shape change and to follow
(i.e. “track”) the interface. As mentioned in [36], moving
the fluid mesh to track a fluid–solid interface enables us,
at least for interfaces with reasonable geometric com-
plexity, to control the mesh resolution near that inter-
face and obtain accurate solutions in such critical flow
regions. As also mentioned in [36], sometimes the ge-
ometric complexity of the interface may require a fluid
mechanics mesh that is not a↵ordable or not desirable or
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just not manageable in mesh moving, and this is one of
the most common reasons given for favoring a interface-
capturing method. This approach can be seen as a special
case of interface representation techniques where the in-
terface geometry is somehow represented over a nonmov-
ing fluid mechanics mesh, the main point being that the
fluid mesh does not move to track the interfaces. How-
ever, as pointed out in [65], a consequence of the mesh
not moving to track the interface is that for fluid-solid
interfaces, independent of how accurately the interface
geometry is represented, the resolution of the boundary
layer will be limited by the resolution of the fluid mesh
where the interface is. Therefore, for interfaces with rea-
sonable geometric complexity, if a moving-mesh method
can be used with a reasonable remeshing (see [33] for
various remeshing options) cost, its fluid mechanics ac-
curacy near the interface will be superior to that of an
nonmoving-mesh method. Furthermore, as pointed out
in [36], “while it is understandable that fixed-mesh meth-
ods become more favored when the interface geometric
complexity appears to be too high for a moving-mesh
method, we need to remember that there is a di↵erence
between making the problem computable and obtain-
ing good fluid mechanics accuracy near the interface.”
Therefore, as also pointed out in [36], “it is not di�-
cult to imagine that if we lower our expectations of good
fluid mechanics accuracy near the interfaces with high
geometric complexity, we can find a number of ways to
make the problem computable also with moving-mesh
methods, and can still expect to obtain good accuracy
near the interfaces with reasonable geometric complex-
ity.” Examples of that were given in [36].

There has been significant e↵ort in recent decades to
improve the accuracy of nonmoving-mesh methods, in-
cluding those based on the finite element method. For ex-
ample, the Enhanced-Discretization Interface-Capturing
Technique (EDICT) [66; 64] was introduced in 1997 to
increase the accuracy in representing an interface. The
EDICT is a multi-level finite element formulation where
the trial and test functions come from two overlapping
meshes — a base mesh and a higher-refinement second-
level mesh built over the zones that require higher accu-
racy. Based on the EDICT concept, the EDICT-Clustered-
Mesh-2 and EDICT-Layered-Mesh-2 were proposed [15]
in 2001 as methods for increasing the mesh refinement
near fluid–solid interfaces. It is clear that the EDICT-
Layered-Mesh-2 is applicable whether Mesh-1 (first-level
mesh) is moving to track the interface or not. It is impor-
tant to realize while the EDICT-Layered-Mesh-2 is quite
similar to the Chimera overset grid technique [67] in
the intended functionality, the two techniques are quite
di↵erent in the way the solutions over the two meshes
are coupled. In the EDICT-Layered-Mesh-2, the basis-
function set is a combination of the basis-function sets
corresponding to Mesh-1 and Mesh-2. The Mixed Interface-
Tracking/Interface-Capturing Technique (MITICT) [15]
was introduced in 2001 for computation of flow prob-

lems that involve both interfaces that can be accurately
tracked with a moving-mesh method and interfaces that
are too complex or unsteady to be tracked and therefore
require an interface-capturing technique. The MITICT
was successfully tested in [68; 69]. We believe that it is
only meaningful to propose additional nonmoving-mesh
techniques (that are claimed to be better alternatives
to moving-mesh techniques) if the categories of prob-
lems that cannot be solved with moving-mesh techniques
that the new technique is targeting are clearly identified,
with computed examples of complex, real-world prob-
lems in those categories. We rarely see that. We also
believe that it will be a while before techniques without
body-conforming meshes can meaningfully be applied to
wind-turbine rotor aerodynamics.

Much of the work cited in the first paragraph is based
on moving-mesh techniques, and the preferred method
has mostly been the Arbitrary Lagrangian–Eulerian (ALE)
formulation [4]. One of the earliest space–time formula-
tions targeting flows with moving boundaries and inter-
faces is the Deforming-Spatial-Domain/Stabilized Space–
Time (DSD/SST) formulation [70; 71; 72; 65]. The for-
mulation was introduced in 1991 as a general-purpose
interface-tracking technique for computation of flow prob-
lems with moving boundaries or interfaces. It is based
on the Streamline-Upwind/Petrov-Galerkin (SUPG) [73]
and Pressure-Stabilizing/Petrov-Galerkin (PSPG) [70; 74]
methods. An earlier version of the pressure stabilization,
for Stokes flows, was introduced in [75]. The stabilized
space–time formulations were introduced and tested ear-
lier by other researchers in the context of problems with
fixed spatial domains (see [76]). The DSD/SST formula-
tion has been applied to several di↵erent classes of prob-
lems involving moving boundaries and interfaces (see, for
example, [5; 6; 7; 8; 9; 10; 11; 12; 13; 14; 15; 16; 18; 19;
20; 21; 22; 24; 25; 26; 27; 30; 31; 33]).

The DSD/SST formulation, like most stabilized for-
mulations, involves stabilization parameters that play an
important role in determining the accuracy of the formu-
lation. There are various ways of defining the stabiliza-
tion parameters (see, for example, [77; 70; 78; 65; 79;
80; 81; 82; 83; 84; 85; 86; 33; 87; 88; 89; 90]). The ones
used with the DSD/SST formulation in recent years have
mostly been those given in [65; 33].

A special mesh update method, which was later named
the Shear–Slip Mesh Update Method (SSMUM), was in-
troduced in [9] for DSD/SST computation of flows with
mechanical components in fast, linear or rotational rela-
tive motion. The application in [9] was 3D computation
of the aerodynamics of two high-speed trains in a tun-
nel, passing each other in fast, linear relative motion. The
idea behind the SSMUM was to restrict the mesh defor-
mation and remeshing to a thin layer of elements between
the objects in relative motion. The mesh update at each
time step can be accomplished by a “shear” deforma-
tion of the elements in this layer, followed by a “slip” in
node connectivities. The slip in the node connectivities,
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to an extent, un-does the deformation of the elements
and results in elements with better shapes than those
that were shear-deformed. Because the remeshing con-
sists of simply re-defining the node connectivities, both
the projection errors and the mesh generation cost are
minimized. A few years after the high-speed train com-
putations, the SSMUM was implemented for objects in
fast, rotational relative motion and applied to computa-
tion of flow past a rotating propeller [12] and flow around
a helicopter with its rotor in motion [18]. Enhancements
of the SSMUM that give the method more flexibility and
wider scope were proposed in [15]. A newer method for
objects in fast, rotational relative motion can be found
in [43].

New-generation DSD/SST formulations were intro-
duced in [33]. The new versions were named “DSD/SST-
SP”, “DSD/SST-TIP1” and “DSD/SST-SV” to di↵eren-
tiate them from the original version introduced in [70; 71;
72], which was named “DSD/SST-DP” in [33]. The new
formulations have been the core technologies of the sta-
bilized space–time FSI (SSTFSI) technique, which was
also introduced in [33]. The SSTFSI technique, supple-
mented with special FSI techniques targeting specific
classes of problems, has been successfully applied to com-
plex, real-world problems, such as computer modeling
of the Orion Spacecraft parachutes (see [36; 91; 57; 59;
60]) and patient-specific modeling of cerebral aneurysms
(see [30; 37; 44; 49; 51; 52; 92]).

The variational multiscale (VMS) method was first
proposed in [93] and its application to fluid mechanics
and turbulence was given in [94; 95]. Mathematical anal-
ysis of the method was performed in [96]. The residual-
based instantiation of the VMS method for incompress-
ible turbulent flow was first given in [97] and further
studied in [98] with emphasis on rotating turbulent flows.
A space–time version of the residual-based VMS method
was introduced in [63] as a new DSD/SST formulation
that has an advanced turbulence model. This was im-
plemented specifically for DSD/SST-DP, and the new
DSD/SST version was named in [63] “DSD/SST-DP-
VMST” (implying the version with the variational multi-
scale turbulence model). To di↵erentiate it from this new
version, the original DSD/SST-DP version was named
in [63] “DSD/SST-DP-SUPS” (implying the version with
the SUPG/PSPG stabilization). In this paper we apply
the DSD/SST-DP-VMST formulation to compute the
aerodynamics of a wind-turbine rotor, specifically the
NREL 5MW o↵shore baseline wind-turbine rotor, with
the geometry coming from [1]. We compute this prob-
lem also with the DSD/SST-DP-SUPS version and com-
pare the solutions obtained with both versions to the
solution [1] obtained with the residual-based variational
multiscale ALE method using NURBS. We note that the
ALE solution, which we take as the reference solution,
was computed with strong Dirichlet boundary conditions
on the rotor, and that is the case in our computations.

The geometry construction for the wind-turbine rotor
blade and hub is described in Section 2. The problem
setup, mesh generation, computations, and discussion of
the results are presented in Section 3. The concluding
remarks are given in Section 4.

2 Geometry construction for the wind-turbine

rotor blade and hub

The geometry construction for the wind-turbine rotor
blade and hub we are using in the computations was
described in [1]. We repeat that description here. The
geometry of the rotor blade is based on the NREL 5MW
o↵shore baseline wind turbine reported in [99]. The blade-
geometry data given in [99] is summarized in Table 1. A

RNodes AT Chord AC AO Type
(m) (�) (m)

2.0000 0.000 3.542 0.2500 0.50 Cylinder
2.8667 0.000 3.542 0.2500 0.50 Cylinder
5.6000 0.000 3.854 0.2218 0.44 Cylinder
8.3333 0.000 4.167 0.1883 0.38 Cylinder
11.7500 13.308 4.557 0.1465 0.30 DU40
15.8500 11.480 4.652 0.1250 0.25 DU35
19.9500 10.162 4.458 0.1250 0.25 DU35
24.0500 9.011 4.249 0.1250 0.25 DU30
28.1500 7.795 4.007 0.1250 0.25 DU25
32.2500 6.544 3.748 0.1250 0.25 DU25
36.3500 5.361 3.502 0.1250 0.25 DU21
40.4500 4.188 3.256 0.1250 0.25 DU21
44.5500 3.125 3.010 0.1250 0.25 NACA64
48.6500 2.310 2.764 0.1250 0.25 NACA64
52.7500 1.526 2.518 0.1250 0.25 NACA64
56.1667 0.863 2.313 0.1250 0.25 NACA64
58.9000 0.370 2.086 0.1250 0.25 NACA64
61.6333 0.106 1.419 0.1250 0.25 NACA64
62.9000 0.000 0.700 0.1250 0.25 NACA64

Table 1 Wind-turbine rotor geometry definition from [99].
AT: AeroTwist, AC: AeroCent, AO: AeroOrig.

61 m blade is attached to a hub with radius of 2 m, mak-
ing the total rotor radius, R, 63 m. The blade is com-
posed of several airfoil types (see Figure 1), which are
listed in the rightmost column of the table. The first por-
tion of the blade is a perfect cylinder. Farther away from
the root the cylinder is smoothly blended into a series of
DU (Delft University) airfoils. Starting at 44.55 m from
the root and all the way to the tip, the NACA64 is pro-
file used. The remaining parameters used in Table 1 are
defined in Figure 2. In Table 1, “RNodes” is the distance
from the rotor center to the airfoil cross-section along the
blade axis, “AeroTwist” is the twist angle of the cross-
section (blades are twisted to enhance the aerodynamic
performance), “Chord” is the chord length of the air-
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Fig. 1 Airfoil types used in the design of the wind-turbine
rotor blade.

Fig. 2 Definition of the parameters used in Table 1.

foil, and “AeroOrig” is the location of the aerodynamic
center. For most of the airfoil cross-sections, the aero-
dynamic center is positioned at 25% of the chord length
from the leading edge. To transition to the cylindrical
shape at the root, the aerodynamic center is gradually
moved to 50% of the chord length. This is not reported
in [99] but mentioned in [100].

For each cross-section, we use quadratic NURBS to
represent the 2D airfoil shape. The weights of the NURBS
functions are set to unity. The weights are adjusted near
the root to represent the circular cross-sections exactly.
The cross-sections are lofted along the blade axis direc-
tion, also using quadratic NURBS and unit weights. This
geometry-construction process yields a smooth blade sur-
face with a relatively small number of input parameters,
which is an advantage of the isogeometric representation.
The final blade shape is shown in Figure 3, together with
the airfoil shapes. Figure 3 also shows the airfoils seen
with a viewing direction parallel to the blade axis, and
that illustrates the twisting of the cross-sections.

-3 -2 -1 0 1 2

-2

-1

0

1

2

Fig. 3 Top: Airfloils superposed on the blade. Bottom: Air-
foils seen with a viewing direction parallel to the blade axis,
illustrating the twisting of the cross-sections. Axes units are
meters.

Remark 1 The parameter “AeroCent” is used as an in-

put to FAST [101], which is the aerodynamics model-

ing software that is typically used for wind-turbine rotor

computations. FAST is based on look-up tables and pro-

vides steady-state lift and drag for a blade cross-section

with given airfoil type, relative wind speed, and angle of

attack. The e↵ects of the hub, trailing edge turbulence,

and blade tip are modeled using empirical relationships.

FAST defines (AeroCent� 0.25) to be the fractional dis-
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tance to the aerodynamic center from the blade-pitch axis

along the chordline, positive toward the trailing edge.

Therefore, AeroOrig+ (0.25� AeroCent) gives the loca-

tion where the blade-pitch axis passes through each airfoil

cross-section.

3 Computation with the DSD/SST formulation

3.1 Problem setup and mesh generation

We compute the aerodynamics of the rotor, shown in
Figure 4, with a prescribed shape and speed with a ro-
tating mesh. The wind speed is uniform at 9 m/s and

Fig. 4 Wind-turbine rotor.

the rotor speed is 1.08 rad/s, giving a tip speed ra-
tio of 7.55 (see [102] for wind-turbine terminology). We
use air properties at standard sea-level conditions. The
Reynolds number (based on the chord length at 3

4R and
the relative velocity there) is approximately 12 million.
For computational e�ciency, rotational-periodicity [59;
103; 60] is utilized so that the domain includes only one
of three blades, as shown in Figure 5. The inflow, outflow
and radial boundaries lie 0.5R, 2R and 1.43R from the
hub center, respectively. This can be more easily seen
in Figure 6, where the inflow, outflow, and radial bound-
aries are the left, right and top edges, respectively, of the
cut plane along the rotation axis. At the inflow bound-
ary the velocity is set to the wind velocity, at the outflow
boundary the stress vector is set to zero, and at the ra-
dial boundary the radial and tangential components of
the velocity are set to zero.

The fluid volume mesh consists of 253,340 nodes and
1,475,175 four-node tetrahedral elements, with 9,268 nodes
and 18,492 triangles on the rotor surface as shown in Fig-
ures 5 and 6. Along the rotor axis, we have 22 nodes

Fig. 5 Rotationally-periodic domain with wind-turbine
blade shown in blue.

Fig. 6 Cut plane of the fluid volume mesh along rotor axis.

upstream and 43 nodes downstream. To generate the
triangular mesh on the rotor surface, we started with
a quadrilateral surface mesh generated by interpolat-
ing the NURBS geometry at each knot intersection. We
subdivided each quadrilateral element into triangles and
then made minor modifications to improve the mesh
quality near the hub. Figure 7 shows the surface mesh.
Each periodic boundary contains 1,430 nodes and 2,697
triangles. Near the rotor surface, we have 22 layers of
refined mesh with first-layer thickness of 1 cm and a pro-
gression factor of 1.1. The boundary layer mesh at 3

4R is
shown in Figure 8.

3.2 Computation

We compute the problem with the DSD/SST-DP-SUPS
and DSD/SST-DP-VMST [63] techniques. For the VMST
technique, we test both definitions of “⌫C” given in [63].
We will call the one given by Eq. (17) in [63] “TC2”, and
the one given by Eq. (18), “TGI”. With the SUPS tech-
nique, we do not use the “LSIC” stabilization. In solving
the linear equation systems involved at every nonlinear
iteration, the GMRES search technique [104] is used with
a diagonal preconditioner. The computation is carried
out in a parallel computing environment, using PC clus-
ters, specifically, IBM Power 7, with one or two nodes, 32
cores each. The mesh is partitioned to enhance the par-
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Fig. 7 Rotor surface mesh.

Fig. 8 Boundary layer mesh at 3
4R.

allel e�ciency of the computations. Mesh partitioning is
based on the METIS algorithm [105]. The time-step size
is 4.67⇥10�4 s. The number of nonlinear iterations per
time step is 3 with 30, 60 and 500 GMRES iterations
for the first, second and third nonlinear iterations, re-
spectively. The nonlinear-iteration residuals we monitor
show that we are using su�cient number of nonlinear
iterations per time step. The number of GMRES itera-
tions we use at the third nonlinear iteration is the same
as the number of GMRES iterations used at every non-
linear iteration of the DSD/SST computations reported
in [1]. However, we believe that the computations we re-
port here can also be carried out with fewer number of

GMRES iterations, perhaps as low as 150 even at the
third nonlinear iteration.

Prior to the computations reported here, we performed
a series of brief computations with the DSD/SST-DP-
SUPS technique, starting from a lower Reynolds num-
ber and gradually reaching the actual Reynolds number.
This solution is used as the initial condition also for the
computations with the DSD/SST-DP-VMST technique.
The purpose is to generate a divergence-free and reason-
able flow field at this Reynolds number. We note that it
was especially di�cult with the VMST option to start
from non-physical conditions, such as setting all nodes
except those on the blade to the inflow velocity.

Figure 9 shows the magnitude of the vorticity at t
= 1.0 s, computed with the DSD/SST-DP-VMST (TGI)
technique. Figure 10 shows the time history of the aero-

Fig. 9 Vorticity magnitude at t = 1.0 s, computed with the
DSD/SST-DP-VMST (TGI) technique.

dynamic torque computed with the DSD/SST-DP-SUPS
and DSD/SST-DP-VMST (TGI) techniques. The blade
is segmented into 18 spanwise “patches” to investigate
how the aerodynamic torque distribution varies along
the blade span. To better resolve the torque gradient at
the blade root and tip, Patch 1 has 0.366 the span length
of the middle patches, and Patches 2–4 and 16–18 have
2
3 . The airfoil types for the patches are shown in Ta-
ble 2. The patches and for the DSD/SST-DP-SUPS and
DSD/SST-DP-VMST (TGI) techniques, the torque con-
tribution from each patch for a single blade at t = 1.0 s
are shown in Figure 11.

In Figure 12, we compare the time histories of the
aerodynamic torque computed with the DSD/SST-DP-
VMST (TGI) and DSD/SST-DP-VMST (TC2) techniques.
In Figure 13, we compare the DSD/SST-DP-VMST (TGI)
and DSD/SST-DP-VMST (TC2) techniques in terms of
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Fig. 10 Time history of the aerodynamic torque generated
by a single blade. Computed with the DSD/SST-DP-SUPS
and DSD/SST-DP-VMST (TGI) techniques. The torque
curve labeled “ALE with NURBS” is from [1].

Patch Type

1 Cylinder
2 Cylinder
3 Cylinder
4 Cylinder–DU40
5 Cylinder–DU40, DU40–DU35
6 DU35–DU30
7 DU35–DU30
8 DU35–DU30, DU30–DU25
9 DU30–DU25
10 DU25–DU21
11 DU21
12 DU21–NACA64
13 DU21–NACA64
14 NACA64
15 NACA64
16 NACA64
17 NACA64
18 NACA64

Table 2 Airfoil types for the patches. Some patches contain
zones of transition between di↵erent airfoil types.

the torque contribution from each patch for a single blade
at t = 1.0 s.

Figures 14 and 15 show the pressure coe�cients at t
= 1.0 s for Patch 12 (at 0.65R) and Patch 16 (at 0.90R),
respectively. For most of the patches, the angle of at-
tack and Reynolds number do not vary much from one
patch to another. For example, the angle of attack and
Reynolds number are 7.4� and 9.9 ⇥ 106 at 0.65R for
Patch 12 (at 0.65R) and 7.6� and 9.6⇥ 106 for Patch 16
(at 0.90R).

3.3 Discussion

We take the results obtained with the variational multi-
scale method using NURBS [1] as the reference solution.
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Fig. 11 Top: Patches along the blade. Bottom: The aero-
dynamic torque contribution from each patch at t = 1.0 s.
Computed with the DSD/SST-DP-SUPS and DSD/SST-DP-
VMST (TGI) techniques. We note that the curve labeled
“ALE with NURBS” is from [1] and corresponds to t = 0.8 s.
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Fig. 12 Time history of the aerodynamic torque generated
by a single blade. Comparison between the DSD/SST-DP-
VMST (TGI) and DSD/SST-DP-VMST (TC2) techniques.

As can be seen in Figures 10 and 11, while the torque val-
ues obtained with the DSD/SST-DP-SUPS technique are
not far from the reference solution, the DSD/SST-DP-
VMST (TGI) technique yields torque values very close
to the reference solution. For Patches 14 to 18, there are
clear di↵erences between the SUPS and VMST (TGI) so-
lutions. Since the angle of attack and Reynolds number
do not vary much from one patch to another, the di↵er-
ences between the SUPS and VMST solutions must come
from the airfoil geometries. In other words, the SUPS and
VMST torque values are di↵erent for the patches with
the NACA geometry, but comparable for the patches
with DU geometries. We note that the main reason be-
hind the higher VMST torque is the wider low-pressure
region on the upper surface of the NACA64 geometry, as
can be seen in Figure 15. The lower pressure indicates
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at t = 1.0 s. Comparison between the DSD/SST-DP-VMST
(TGI) and DSD/SST-DP-VMST (TC2) techniques.

that the flow is attached; thus, the DSD/SST-DP-VMST
technique can represent a turbulent boundary layer well.

Remark 2 As can be seen in Figures 12 and 13, the

choice of ⌫C is making a significant di↵erence in the

torque values computed with the DSD/SST-DP-VMST

technique. This calls for further investigation.

Remark 3 We believe that the torque level reached with

the TC2 definition of ⌫C may still not be unreasonable,

because we are computing with a computational domain

that extends only 1.43R in the radial direction. This also

calls for further investigation.

When it comes to accurate representation of the ed-
dies in the turbulent boundary layer, the mesh refine-
ment level we use here, shown in Figures 7 and 8, is not
su�cient for a large-eddy simulation (LES) type com-
putation. Although the DSD/SST-DP-VMST technique
does not have any additional turbulence modeling equa-
tions, it is still working well on a mesh that would nor-
mally be suitable for a Reynolds-averaged Navier–Stokes
(RANS) type computation. This justifies our expecta-
tion that the DSD/SST-DP-VMST technique can also
be used with meshes that would normally be suitable
for a detached-eddy simulation (DES) type computa-
tion [106]. The same observation was made in [107] for
the residual-based variational multiscale method using
NURBS [1].

4 Concluding remarks

We applied the DSD/SST formulation to computation
of the aerodynamics of a wind-turbine rotor, specifically
the NREL 5MW o↵shore baseline wind-turbine rotor.
We computed the problem with both the DSD/SST-DP-
SUPS formulation, which is the original DSD/SST ver-
sion with the SUPG and PSPG stabilizations, and the

-2.4 1.0

Fig. 14 Pressure coe�cient at t = 1.0 s for Patch 12 (at
0.65R). Top: DSD/SST-DP-SUPS. Middle: DSD/SST-DP-
VMST (TGI). Bottom: DSD/SST-DP-VMST (TC2).

DSD/SST-DP-VMST formulation, which is a recently-
introduced version that was derived as a space–time ver-
sion of the residual-based variational multiscale method.
We compared the solutions obtained with both versions
to the solution obtained with the residual-based varia-
tional multiscale ALE method using NURBS, which we
took as the reference solution. We based our comparisons
on the torque values obtained because computing the
correct torque, which is obviously crucial in computer
modeling of wind-turbine rotor aerodynamics, requires
an accurate and meticulous numerical approach. For the
VMST technique, we tested both the “TGI” and “TC2”
definitions of “⌫C”. While the DSD/SST-DP-SUPS for-
mulation yielded torque values not far from the refer-
ence solution, the DSD/SST-DP-VMST (TGI) formula-
tion yielded torque values very close to the reference so-
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-2.4 1.0

Fig. 15 Pressure coe�cient at t = 1.0 s for Patch 16 (at
0.90R). Top: DSD/SST-DP-SUPS. Middle: DSD/SST-DP-
VMST (TGI). Bottom: DSD/SST-DP-VMST (TC2).

lution. We also observed that the choice of ⌫C is making a
significant di↵erence in the torque values computed with
the DSD/SST-DP-VMST technique, which we believe
calls for further investigation. Overall, we demonstrated
that we now have a reliable computational tool for mod-
eling wind-turbine rotor aerodynamics, which enables us
study rotor designs using 3D unsteady wind conditions
(e.g., wind gusts and inflow turbulence).
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