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Fluid–structure interaction modeling with nonmatching interface
discretizations for compressible flow problems: simulating aircraft tail
buffeting
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Abstract Many aerospace applications involve complex
multiphysics in compressible flow regimes that are challeng-
ing to model and analyze. Fluid–structure interaction (FSI)
simulations offer a promising approach to effectively exam-
ine these complex systems. In this work, a fully coupled FSI
formulation for compressible flows is summarized. The for-
mulation is developed based on an augmented Lagrangian
approach and is capable of handling problems that involve
nonmatching fluid–structure interface discretizations. The
fluid is modeled with a stabilized finite element method
for the Navier–Stokes equations of compressible flows and
is coupled to the structure formulated using isogeometric
Kirchhoff–Love shells. To solve the fully coupled system, a
block-iterative approach is used. To demonstrate the frame-
work’s effectiveness for modeling industrial-scale applica-
tions, the FSI methodology is applied to the NASA Common
Research Model (CRM) aircraft to study buffeting phenom-
ena by performing an aircraft pitching simulation based on
a prescribed time-dependent angle of attack.
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1 Introduction

The aerospace industry has invested a considerable amount
of time and resources into various research areas over the
last few decades to advance the performance, efficiency, and
safety of aircraft. Some notable efforts include enhancing
external aerodynamic designs [1], improving the structural
strength of aircraft materials [2], integrating lightweight
structural components [3], and advancing the approaches
for dynamic load prediction [4–6], fatigue damage eval-
uation [7, 8], and aeroelastic modeling and analysis [9–
13]. The advancement of these primary research areas of-
ten relies on high-fidelity computational modeling, such as
computational fluid dynamics (CFD), computational struc-
tural mechanics (CSM), and fluid–structure interaction (FSI)
analysis. In aerospace applications, an FSI analysis is typi-
cally conducted through a loosely coupled scheme [14–16]
to find the final equilibrium solution and configuration. This
approach, however, tends to have convergence problems and
may fail to accurately capture the nonlinear forces acting at
the fluid–structure interface in complex situations, such as
the aircraft buffeting problems [4–6] discussed in this paper.

Aircraft buffeting is a complex loading phenomenon
characterized by random pressure oscillations on aircraft
structures caused by unsteady airflow. Turbulent flow, nor-
mal shocks, and stalls can cause the flow to separate from the
wing, which may lead to a buffeting response. This can oc-
cur in the wing itself or the empennage or tail region when
unsteady flow excites a dynamic response from these sur-
faces. For aircraft operating under certain conditions, flow
can also separate from external structures such as radomes,
causing the turbulent wake to impinge on tail structures.
Buffet load analysis is usually updated using regression
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methods based on flight test data, such as peak-valley ta-
bles and Mach number-dynamic pressure usage data, but
these methods heavily rely on real flight test data [5]. On the
other hand, computational modeling of aircraft buffeting is
challenging due to aerodynamic nonlinearities and complex
structural components of the aircraft.

To model and predict aircraft tail buffeting phenom-
ena, this work adopts a validated fully coupled nonmatch-
ing interface-based compressible flow FSI methodology de-
veloped by Rajanna et al. [17] based on the augmented La-
grangian approach [18]. The FSI framework makes use of
the stabilized finite element-based Navier–Stokes equation
of compressible flow [19, 20] to model the fluid, and the
isogeometric analysis (IGA) based rotation-free Kirchhoff–
Love thin-shell structural formulation [21–23] to model the
structure. The combined use of finite elements for fluids and
IGA for structures has proven to provide an effective bal-
ance between accuracy, robustness, and speed for FSI simu-
lations [24–27].

The present work uses this FSI formulation to simu-
late the unsteady flow around the NASA Common Research
Model (CRM) aircraft [28–30]. A time-dependent simula-
tion for varying angles of attack (AOAs) is performed to
study and understand the initiation and effects of buffet-
ing as a function of the angle of attack. Different flow and
structural quantities of interest have been analyzed at dif-
ferent time instances during the FSI simulation. The fluid
flow around the aircraft is modeled using linear finite ele-
ments, and only the aircraft’s horizontal stabilizer is mod-
eled using cubic non-uniform rational B-splines (NURBS)
to study its structural response. The aircraft aerodynamic
modeling has been validated using 3D flow simulations over
the NASA CRM wing-body configuration at transonic con-
ditions in Rajanna et al. [20].

This paper is outlined as follows. Section 2 presents the
FSI framework for compressible flows, summarizes the fluid
and structural formulations, and concludes with a discussion
of time integration and FSI coupling techniques. In Sec-
tion 3, the compressible flow FSI framework is applied to
simulate flow around the CRM aircraft and predict the struc-
tural response of its horizontal tail due to the induced buf-
feting phenomena. Conclusions are drawn in Section 4.

2 FSI formulation for compressible flows

The fully coupled FSI formulation for compressible flow
problems with nonmatching fluid–structure interface dis-
cretizations is presented here. In what follows, superscripts
“f” and “s” denote quantities associated with the fluid and
structural subproblems, respectively. Ωf

t and Ωs
t ∈ R

d,
d ∈ {2, 3} denote the spatial domains of the fluid and
structural mechanics problems, respectively, at time t, with
Γf

t and Γs
t representing their boundaries. ΓI

t ∈ R
d repre-

sent the interface between the fluid and structural domains.
Yf = [p uf T f]T is the vector of pressure-primitive variables,
where p,uf, and T f are the pressure, velocity and tempera-
ture of the fluid, respectively. ys denotes the structural dis-
placement, with us being its velocity defined as the mate-
rial time derivative of ys. Let Sf and Ss be the trial func-
tion spaces for the fluid and structural mechanics variables,
respectively, with Vf and Vs being the corresponding test
function spaces. Let the superscript h denote the correspond-
ing variable in the discrete space. The semi-discrete varia-
tional problem for the compressible flow FSI system is given
by: Find Yf,h = [ph uf,h T f,h]T ∈ Sf,h and ys,h ∈ Ss,h such
that for all test functions Wf,h = [qh wf,h wf,h

T ]T ∈ Vf,h and
ws,h ∈ Vs,h,

Bf
STAB

(
Wf,h,Yf,h

)
+ Bf

WBC

(
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)
− Ff

(
Wf,h
)

+ Bs
KL
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)
− Fs

KL

(
ws,h
)
= 0 , (1)

where Bf, Bs, Ff, and Fs are the semi-linear forms and lin-
ear functionals corresponding to the fluid and structural me-
chanics problems, respectively. Their detailed expressions
are given below.

For the fluid mechanics part of the FSI problem, letΩf
t be

divided into Nel spatial finite elements, each denoted by Ωf
e,

and let Γf
t be decomposed into Neb surface elements, where

the bth element is denoted by Γf
b. Let the mesh defined by⋃

eΩ
f
e deform with a velocity field û, and let the boundary

ΓI
t move with velocity us. Note that Ωf

e and Γf
b remain time

dependent, but the subscript t is omitted for notational con-
venience.

Bf
STAB in Eq. (1) is the stabilized discretizations of Bf us-

ing both streamline upwind/Petrov–Galerkin (SUPG) [31–
44] and discontinuity-capturing (DC) [45–56] operators and
is given by
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Res(Y) dΩ

+

Nel∑
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e

Wf
,i · (κ̂DCA0) Yf

,i dΩ , (2)

where i = 1, . . . , d for a spatial domain of dimension d,
ûi is the ith component of the domain velocity û, A’s and
Ki j are the arbitrary Lagrangian–Eulerian (ALE) version of
the Euler Jacobian and diffusivity matrices, respectively, for
the Navier–Stokes equations of compressible flows [17], (·),i
denotes a spatial gradient, and (·),t denotes a partial time
derivative taken with respect to a fixed spatial coordinate
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in the referential domain. The convention used for i applies
to j, k, and l, and the Einstein summation convention on re-
peated indices is used throughout. In Eq. (2), Res is the fluid
residual, τ̂ττSUPG is the SUPG stabilization matrix, and κ̂DC

is the DC parameter. Their details can be found in Rajanna
et al. [17].

The weak boundary condition operator Bf
WBC in Eq. (1)

is defined at the fluid–structure interface as
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whereσσσf is the fluid Cauchy stress and δσσσf is its correspond-
ing variation, nf is the unit outward normal vector to the
fluid domain, ρf is the fluid density, T B is the prescribed
temperature on the structure boundary, and κf is the ther-
mal conductivities of the fluid. A calorically perfect gas is
assumed in this work, and the fluid thermal conductivity is
calculated by κf = µcp/Pr, where µ is the fluid dynamic
viscosity, cp = γcv is the specific heat at constant pressure,
cv = R/(γ − 1) is the specific heat at constant volume, γ is
the heat capacity ratio, R is the ideal gas constant, and Pr is
the Prandtl number.

In Eq. (3), ΓI
b = Γ

f
b
⋂
ΓI

t , (·)− denotes the “inflow” part
of ΓI, where (uf− û) ·nf < 0, Π f is a projection operator onto
the space spanned by the fluid basis functions restricted to
the fluid–structure interface, the mesh velocity û is obtained
using û = Π fus, and τB

µ = CB
I µ/hn, τB

λ = CB
I |λ|/hn, and

τB
κ = CB

I κ/hn are stabilization parameters for the symmetric

Nitsche’s method, where CB
I is a positive constant obtained

from an inverse estimate, λ = −2µ/3 is the second coeffi-
cient of viscosity, and hn is the element size in the direction
normal to the wall.

Ff in Eq. (1) is given by

Ff
(
Wf
)
=

∫
Ωf

t

Wf · Sf dΩ +
∫
Γf,H

t

Wf ·Hf dΓ , (4)

where Sf is the fluid source term, and Γf,H
t denotes the por-

tion of Γf
t where the fluid traction and heat flux boundary

conditions Hf are enforced.
For the structural mechanics part of the FSI problem, this

work incorporates an isogeometric Kirchhoff–Love thin-
shell formulation [21–23]. Bs

KL and Fs
KL in Eq. (1) are given

by
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and
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+
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where Ss
0 is the shell midsurface in the reference configu-

ration, ΓI
t is the shell midsurface in the deformed config-

uration, hth is the shell thickness, ρs is the density of the
structure, ∂(·)

∂t

∣∣∣
X is the time derivative holding the material

coordinates X fixed, E is the Green–Lagrange strain ten-
sor, δE is the variation of E corresponding to displacement
variation ws, S is the second Piola–Kirchhoff stress tensor,
ξ3 ∈ [−hth/2, hth/2] is the through-thickness coordinate, fs is
the body force, Ss,h

0 denotes the portion of Ss
0 where only the

traction boundary condition hs is enforced, Π s is a projec-
tion operator onto the space spanned by the structural basis
functions restricted to the fluid–structure interface, and tf is
the discrete counterpart of the fluid traction vector defined
as

tf = −σσσfnf − τB
µ

(
Π fus − uf

)
−
(
τB
λ

(
Π fus − uf

)
· nf
)

nf . (7)

Throughout this work, the St. Venant–Kirchhoff material
model is used; the stress–strain relationship is expressed as
S = CE, where C is the constitutive material tensor.

In this work, both Π f and Π s are defined to be
L2-projection operators, which globally conserve forces and
moments acting on the fluid and structure [18]. For the time
integration of the FSI equations and coupling strategies,
this work applies the generalized-α method [57–59] to in-
tegrate the semi-discrete ALE formulation for compressible
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Fig. 1: (a) Left half of the wing-body-tail CRM CAD geometry model used to simulate the tail buffeting problem. (b) CAD geometry and
computational structural mechanics mesh of the horizontal tail based on NURBS. The connection between the horizontal tail root and the fuselage
is simulated using a clamped boundary condition. (c) Computational domain and boundary conditions to simulate aircraft pitching. Freestream
conditions are applied to all outer boundary surfaces of the fluid domain.

Fig. 2: Computational fluid mechanics mesh for the aircraft buffeting simulation.

flow problems and the Lagrangian formulation for struc-
tural mechanics applications. The combined fluid, struc-
ture, and mesh motion discrete residuals are converged to
zero at each time step using a block-iterative FSI coupling
approach [18, 60–62], which is highly efficient for prob-
lems with nonmatching fluid and structural discretizations.
Newton–Raphson iterations are repeated until convergence
to an appropriately coupled discrete solution is achieved.

3 Application to simulating aircraft buffeting

The compressible flow FSI formulation for nonmatching in-
terface discretizations presented in Section 2 was thoroughly
validated in Rajanna et al. [17]. To demonstrate its high-
fidelity modeling capability for a full-scale aircraft subject
to an aggressive operational condition, we select the Com-
mon Research Model (CRM) [30] to study the occurrence
of buffeting events when performing maneuvers. In this sec-
tion, we use the proposed FSI framework to simulate a time-
dependent varying angle of attack simulation of the CRM

aircraft and study the effects of buffeting phenomena by
observing different flow and structural quantities of inter-
est. The aerodynamic modeling of the aircraft was validated
in Rajanna et al. [20] using flow simulations of a CRM wing-
body configuration at transonic conditions.

3.1 Problem setup

To model the aircraft buffeting problem, we assume the air-
craft is flying under cruise conditions at a specified speed
and performs a consecutive pitch-up and pitch-down ma-
neuver. The aircraft is assumed to be rigid everywhere ex-
cept for the horizontal tail, which is flexible and cantilevered
(clamped) to the fuselage. The pitching maneuver is ex-
ecuted in two stages. First, the aircraft is positioned at a
zero-degree angle of attack, and uniform freestream (far-
field) conditions are prescribed on all outer boundaries of
the fluid mechanics domain to simulate cruising conditions.
Once the flow is fully developed, the pitching motion is
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Fig. 3: Time history of the prescribed input Angle of Attack (AOA) and horizontal tail tip displacement in the z-direction.

Fig. 4: Displacement magnitude contour of the horizontal tail overlapped with its reference configuration (colored in gray). The deformation is
scaled up 5 times for visualization. The view angle is rotated to align with the pitch angle.

prescribed for the entire computational domain while keep-
ing the freestream conditions fixed. The far-field air ve-
locity, pressure, and temperature are set to uf

1 = 168 m/s,
p = 56.688 kPa, and T f = 258.4 K, respectively, which re-
sult in a Mach number of 0.52. The no-slip velocity and stag-
nation temperature of T B = 272.4 K are imposed on the air-
craft surface as weak boundary conditions. The stagnation
temperature is calculated by T B = (1 + 0.5(γ − 1)M2

∞)T∞,
where M∞ and T∞ are the far-field Mach number and
temperature, respectively. Standard air properties of Pr =
0.72, γ = 1.4, and R = 288.293 J/(kg·K) are used. The
viscosity of the air is assumed to be constant and is set
to µ = 1.758 × 10−5 kg/(m·s). The pitching motion is pre-
scribed by rotating the entire fluid domain about the quarter-
chord pitch axis of the mean aerodynamic chord of the air-
craft at a rate of 4°/s and −2°/s while pitching up and down,

respectively. During the maneuver, the aircraft is subjected
to a maximum angle of attack of 20°.

Figure 1 illustrates the geometry model of an idealized
aircraft, horizontal stabilizer tail, and the computational do-
main used to perform this study. The aircraft model has a
fuselage length of 62.74 m, a wing semispan of 29.38 m,
and a tail semispan of 10.67 m. In this study, the FSI simu-
lation is performed by assuming only the left horizontal tail
of the aircraft as the structural part of the FSI problem. The
tail deformation is governed by the isogeometric Kirchhoff–
Love shell formulation with a St. Venant–Kirchhoffmaterial
model. Figure 1(b) shows the geometry of the horizontal
tail, defined as the combination of a stabilizer and an ele-
vator in this work. The tail structure is idealized (without
internal spars and ribs) and has a root chord length of 5.3 m



6 Manoj R. Rajanna et al.

Fig. 5: Fluid flow velocity contour along the midspan of the horizontal tail at different time instances.

and tip chord length of 2.23 m. The NURBS surface mesh
of the stabilizer is comprised of 2144 cubic elements and
2450 control points. The material is assumed to be linearly
elastic with Young’s modulus of E = 70 GPa, a Poisson’s
ratio of ν = 0.35, a density of ρs = 2700 kg/m3, and a thick-
ness of hth = 8 cm. Figure 2 shows the computational vol-
ume mesh generated using tetrahedral elements. The com-
putational mesh is comprised of 6,486,616 linear tetrahedral
elements. An element size of 0.1 m is used to discretize the
wing and tail surfaces of the fluid domain, and an element
size of 0.2 m is used for the remaining aircraft surfaces. The
maximum element size in the mesh refinement zone is 5 m
with an element growth ratio of 1.15. A time step size of
∆t = 0.5 × 10−3 s is used in this simulation.

During the aircraft pitching simulation, the motion of the
horizontal tail and the fluid domain are dominated by the ro-
tational motion due to pitching. This type of large rotational

motion can be common in maneuvering simulations when
rotating about yaw, roll, and pitch axes. For structures, solv-
ing for large rotations can become harder to converge, es-
pecially for long-term integration. In the case of the fluid
domain, the linear elastostatics problem [63–65] is solved
to determine the interior mesh motion, which may lead to
undesired mesh distortion for large rotations. To circumvent
this difficulty, following the procedure in Bazilevs et al. [66],
the displacements of the structure and the fluid domain in-
terior can be decomposed into their respective rotation and
deflection components. The rotational motion is handled ex-
actly based on the prescribed pitch angle for both the fluid
domain and the structure, and the deflection part is solved
using the Kirchhoff–Love shell for the structure and linear
elastostatics for the fluid domain interior. We combine the
exact rotations and time-discrete deflections to get a total
discrete solution at each time step.
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Fig. 6: Contour plot of the fluid traction magnitude acting on the horizontal tail at different time instances. The view angle is rotated to align with
the pitch angle.

3.2 Computational results

Figure 3 shows the prescribed input angle of attack to per-
form the pitch maneuver and the time history of the tip dis-
placement of the left horizontal tail obtained using the pro-
posed FSI formulation. The tip displacement results demon-
strate severe tail vibration at higher aircraft angles of attack.
The amplitude of the tip oscillation is almost negligible dur-
ing the pitching up motion between 0° and 12° angle of at-
tack, but it experiences a sudden and nonlinear rise in magni-
tude beyond the 12° angle. The significant displacement can
be attributed to the turbulent wake produced by the wing that
directly impacts the tail. This wake is particularly intense at
higher angles of attack and can further increase the vibra-
tion of the tail. The vibration is exacerbated when a second
wave of turbulent wake flow from the wing strikes the tail
at an angle of 18° during downward pitching, resulting in
the highest recorded displacement of the tip. Figure 4 illus-
trates the deformation of the horizontal tail in comparison
with the reference configuration at different time points, in-
cluding the instances where the highest and lowest displace-
ments are observed at angles of attack of 18.21° and 17.98°,

respectively. To visually demonstrate the flow behavior, Fig-
ure 5 displays the fluid velocity distribution along the mid-
span of the horizontal tail, and Figure 6 presents the fluid
traction magnitude exerted on the tail structure at different
time instances and angles of attack. These findings exhibit
the consistent airflow around the wing and tail regions when
the angle of attack is below 12°. However, when the angle
of attack surpasses 12°, significant airflow detachment from
the wing and related flow disruptions in the aircraft’s tail
region become apparent. The same phenomena can also be
observed in Figure 6, which shows the irregular variation
of traction magnitude on the tail beyond 12° angle. After
15 seconds into the pitch-down maneuver, the flow over the
wings becomes fully attached at an angle of attack of 8°,
as depicted in Figure 5; however, the vibration in the tail
still exists, as illustrated in Figure 3. The vibration in the
tail after the flow re-attaches can be primarily categorized as
damped vibration, as the clamped horizontal tail acts as an
under-damped system. The oscillation dissipates on its own
as the aerodynamic damping acts steadily on the tail after
the aircraft returns to its original position at the zero-degree
angle of attack. The behavior of the horizontal tail from 12°
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Fig. 7: Relative fluid velocity magnitude contour along the midspan of the horizontal tail showing the streamlines at different time instances. The
view angle is rotated to align with the pitch angle.

while pitching up to 8° while pitching down is observed as
aircraft tail buffeting [5].

The fluid velocity contour and streamlines along the
midspan of the horizontal tail are shown in Figure 7, which
provide insights into the formation of unsteady vortex cores
as the flow separates behind the wing. The interaction be-
tween these vortices and the empennage of the aircraft re-
sults in the appearance of the observed buffeting phenom-
ena. The turbulent wake violently impinges upon the hor-

izontal tail during the pitch-down maneuver, as depicted in
Figure 7, at angles of attack of 18.21° and 17.98°, which cor-
respond to the maximum and minimum displacement of the
tail, respectively. Additionally, Figure 8 shows the top view
of the aircraft colored with pressure contour, demonstrating
the non-uniform pressure distribution behind the wing and
on the tail at different angles of attack. These findings are
consistent with the effects of the separated flow behind the
wing, as shown in Figure 7, that induce the observed buffet-
ing phenomenon.
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Fig. 8: Top view of the aircraft showing the pressure contour plot at different time instances.

4 Conclusions

This work presents a compressible flow FSI framework that
is fully coupled and designed for nonmatching interface dis-
cretizations. The methodology’s effectiveness for industrial-
scale applications is demonstrated by simulating a full-scale
aircraft’s pitching movement to investigate tail buffeting
phenomena. The simulation based on a prescribed angle of
attack input has been successfully carried out using an ALE
approach. The study presents both fluid and structural quan-
tities of interest as a function of time and angle of attack.
Based on the simulation results, it is evident that the un-
steady dynamic flow behind the wing can cause nonlinear
oscillations of the horizontal tail, especially at higher an-
gles of attack. The tip displacement results indicate that at
these angles, the tail experiences severe vibration, which is
further amplified by dynamic fluid loads. Significant flow
separation behind the wing can be seen from the airflow vi-
sualizations, which leads to flow disturbances observed in
the tail region of the aircraft. The complex flow dynamics
in the wake behind the wing result in the buffeting phe-
nomenon, particularly at higher angles of attack, and under-
standing the dynamics of the wake is essential for develop-

ing effective methods to mitigate buffeting and enhance air-
craft performance and safety. Further research is also neces-
sary to investigate the effects of this phenomenon on struc-
tural fatigue and aircraft stability. Future work includes ex-
tending the framework to incorporate complex isogeometric
fluid discretizations [67–72] to improve flow predictions es-
pecially in boundary layers, and to employ point cloud anal-
ysis methods to enable direct handling of as-manufactured
or in-use objects and structures [73–75].
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