Five Orders of Magnitude Reduction in Energy Coupling across Corrugated Graphene/Substrate Interfaces

Xiaoduan Tang, Shen Xu, Jingchao Zhang, and Xinwei Wang*

Department of Mechanical Engineering, Iowa State University, 2010 Black Engineering Building, Ames, Iowa 50011, United States

ABSTRACT: A normal full-contact graphene/substrate interface has been reported to have a thermal conductance in the order of $10^8$ Wm$^{-2}$K$^{-1}$. The reported work used a sandwiched structure to probe the interface energy coupling, and the phonon behavior in graphene was significantly altered in an undesirable way. Here, we report an intriguing study of energy coupling across unconstrained graphene/substrate interfaces. Using novel Raman-based dual thermal probing, we directly measured the temperature drop across the few nm gap interface that is subjected to a local heat flow induced by a second laser beam heating. The thermal conductance ($G_t$) for graphene/Si and graphene/SiO$_2$ interfaces is determined as $183 \pm 10$ and $266 \pm 10$ Wm$^{-2}$K$^{-1}$. At the graphene/Si interface, $G_t$ is 5 orders of magnitude smaller than that of full interface contact. It reveals the remarkable effect of graphene corrugation on interface energy coupling. The measurement result is elucidated by atomistic modeling of local corrugation and energy exchange. By decoupling of graphene’s thermal and mechanical behavior, we obtained the stress-induced Raman shift of graphene at around $0.1$ cm$^{-1}$ or less, suggesting extremely loose interface mechanical coupling. The interface gap variation is evaluated quantitatively on the basis of corrugation-induced Raman enhancement. The interface gap could change as much as $1.8$ nm when the local thermal equilibrium is destroyed.
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1. INTRODUCTION

As a two-dimensional material, graphene exhibits unique physical properties, which give the opportunity for broad potential applications.$^{1-4}$ Measurements of thermal conductivity of graphene revealed a high value from $630$ to $5300$ Wm$^{-1}$K$^{-1}$ in a temperature range of $300$ to $600$ K.$^{5-8}$ Molecular dynamics (MD) simulations determined an even higher thermal conductivity from $8,000$ to $10,000$ Wm$^{-1}$K$^{-1}$ at room temperature for graphene sheets.$^9$ Balandin reviewed the thermal properties of graphene and indicated the prospects of applications of graphene for thermal design of electronics.$^{10}$ The ultrahigh thermal conductivity of graphene prompts potential applications for heat removal in semiconductor devices.$^{5,11-15}$ It is possible for this two-dimensional material to effectively dissipate heat in the next generation 3-D electronics. In its application, graphene is either supported by a bulk substrate or embedded in a 3-D structure, for a two-dimensional material cannot exist in the free-standing state. Heat dissipation in the in-plane direction would be greatly impeded due to the thin thickness of graphene ($0.35$ nm for a single layer).$^{5,6}$ The thermal transport via the interface to the adjacent materials plays a major role in heat dissipation for graphene-based electronics. Therefore, the knowledge of energy coupling at the interface is important to evaluate this out-of-plane heat dissipation.

To this end, very little research has been done on thermal transport at the interface between graphene and its substrate.$^{14-18}$ The first work by Chen et al. used a second metal coating (Au) on a sandwiched graphene between two SiO$_2$ layers to facilitate the measurement with the 3ω technique.$^{14}$ Koh et al. and Hopkins et al. reported the thermal conductance at Au/Ti/graphene/SiO$_2$ and Al/graphene/SiO$_2$ interfaces. In these studies, the graphene was sandwiched between structures, and the flexural phonon behavior was strongly constrained. Also, the graphene/substrate contact can be significantly altered during this sandwiched structure preparation. Mak et al. in 2010 determined that the thermal conductance of the graphene/SiO$_2$ interface ranged from $2,000$ to $11,000$ Wcm$^{-2}$K$^{-1}$. The large dispersion reflected the relatively poorly defined nature of interface between exfoliated graphene and SiO$_2$. Work by Yue et al. reported an anomalous interfacial thermal resistance as $5.30 \pm 10^{-5}$ K m$^{-2}$ W$^{-1}$ between epitaxial graphene and SiC.$^{18}$ The reason was speculated to be the delamination of graphene and SiC at the interface under heating. The contact condition at the graphene/substrate interface is a main factor in determining the interfacial phonon coupling and energy exchange. Molecular dynamics simulations have been carried out to provide a fundamental understanding on heat transfer across interfaces between graphene sheets and SiC substrates.$^{18-20}$ In the study of free-standing graphene, it has been demonstrated that ripples are
an intrinsic feature of graphene sheets. Intrinsic and extrinsic corrugation of graphene on SiO$_2$ was later examined and confirmed. It was found that graphene is only partly bonded with its substrate and to some extent freely suspended on the substrate. Further research is necessary to simultaneously explore the interfacial contact and energy coupling between graphene and its substrate, and such research has been very rare to date.

In this work, the interface between graphene and its substrate is probed at the atomic level using Raman spectroscopy with the presence of an energy flow from graphene to the substrate. The thermal conductance of the interface between chemical vapor deposition (CVD) graphene and Si/glass is evaluated and complemented by atomistic scale modeling. The nanoscale rough contact between graphene and substrate is uncovered for the first time from four aspects: the anomalously weak interfacial energy coupling, localized stress analysis/mechanical coupling, optical interference at the interface under the effect of localized heating, and atomic force microscopy (AFM) imaging of surface morphology.

2. EXPERIMENTAL DETAILS

Figure 1 shows a schematic of the experimental setup for interfacial energy coupling characterization between graphene and Si substrate. The substrate is Si, which the heating laser (1550 nm) cannot go through from its rough back surface. The Si substrate used in this experiment has no thermal oxide SiO$_2$ layer on top. For a transparent glass substrate, a slightly different experiment is designed and will be detailed later. A single layer CVD graphene (SLG) on silicon sample (ACS Material) is placed on a 3-D nanostage (MAX311D, Thorlabs). The piezoelectric actuator of the nanostage is controlled in a feedback mode. The stability is significantly improved, and the positioning resolution is down to 5 nm. The high resolution and stability of the stage reduces the possible noise in the Raman spectra to a great degree, which is critical to the success of our measurements. A probing laser ($\lambda = 532$ nm) from a confocal Raman system irradiates the sample from the top. The Raman spectrometer (Voyage, B&W Tek) is confocal with a microscope (Olympus BX51). The spot size of the Raman laser focused through a 50x objective lens is 2 $\times$ 4 $\mu$m$^2$, which is determined by using a blade method. The Raman laser power is so low (6.9 mW) that the temperature rise induced by the Raman laser is negligible. Mainly, the sample is heated up by a second (heating) laser ($\lambda = 1550$ nm) with a continuous energy power tunable up to 2 W. The laser propagation direction is 60° to the vertical direction ($\alpha = 60°$ as shown in Figure 1) from above the sample, while the graphene is in the horizontal plane.

The heating laser is focused by an optical lens before it reaches the sample, and the final focal spot size is 2.30 $\times$ 1.25 mm$^2$ (shown in Figure 1d). Within the spot size, 90% of the laser energy is covered. The light absorption in graphene can be calculated from Dirac fermions. For a single layer, 2.3% of laser light is absorbed. After reaching the surface of the graphene, the light is refracted and reflected multiple times at the air/SLG and SLG/Si interfaces. The refractive indices of SLG and Si are 2.69 and 3.47, respectively. About 1.85% of the laser energy is absorbed in the graphene layer. The detailed path and absorbing percentage of the laser light is depicted in Figure 1b. The graphene absorbs the incident laser energy and is absorbed in the silicon substrate. At $\lambda = 1550$ nm, the heating photon energy is less than the bandgap of silicon, so the absorption in silicon is very small. The graphene layer is heated up by the heating laser and dissipates heat in three directions: one part crosses the plane to the interface, the second part dissipates along the graphene layer in the lateral direction, and the third part dissipates to the adjacent air via convection and radiation. In our experiment, the laser heating area is very large (1 $\times$ 2 mm) and the thermal probing area is very small (2 $\times$ 4 $\mu$m) and is in the middle of the heating region. Little temperature gradient and heat transfer exists in the in-plane direction in this $\mu$m central region. Also, the heat transfer to the adjacent air via radiation and convection is negligible in comparison with that across the graphene/Si interface. Heat is dissipated across the interface to the substrate. The temperature of the substrate would then increase. As the graphene layer is bonded with the substrate via van der Waals force (vdW), which is a loose contact, there would be large thermal contact resistance (small thermal conductance) between them. To determine the thermal conductance across this weak contact, Raman spectra of graphene and silicon substrate are obtained during laser heating. The graphene is confirmed to be a single layer according to the Raman intensity ratio of 2D peak and G peak shown in Figure 1c. The Raman integration times for the silicon and graphene are 2 and 40 s, respectively. On the basis of the Raman signals of graphene and silicon, the temperatures of both layers are determined under different laser energies.

The Rama spectra are affected by factors including power of heating laser, focal level of Raman laser, stability of sample, and other equipment factors. In the measurement, the focal level of the Raman laser is first determined. When the Raman laser is focused on the graphene layer, the intensity of G peak is strong. A group of Raman spectra are obtained at several focal levels in the vertical direction. The background signal is subtracted to achieve sound Raman spectrum. The sample is fixed at the focal level that gives the highest graphene G peak intensity. During Raman spectrum acquisition, only the power of the heating laser is increased. No equipment is touched or changed. The effects of environmental changes are eliminated. It ensures the maximum measurement accuracy. In the measurement, the Raman laser also heats up the graphene and substrate. The heating induced by the Raman laser does not affect the results, however. First, all the results are obtained without changing the power of the Raman laser. The temperature change observed versus the heating laser power is only induced by the heating laser while the effect of Raman laser is subtracted in the linear fitting process (detailed later). Second, the power of the Raman laser (6.9 mW) is much smaller than that of the heating laser.
Thus, the temperature rise induced by the Raman laser is negligible.

3. RESULTS AND DISCUSSION

3.1. Weak Interfacial Energy Coupling between Graphene and Si

3.1.1. Interface Thermal Conductance Characterization. First of all, we present and discuss the characterization of energy coupling between graphene and Si. A single layer graphene on silicon substrate (ACS Material) is used in the experiments. The graphene is fabricated on copper first by using the CVD method and transferred to a silicon substrate. Raman intensity, wavenumber, and linewidth all can be employed to probe the temperature of materials. For graphene and silicon, the Raman intensity and wavenumber decrease, and linewidth broadens as their temperatures rise. Since linewidth is of close relevance with phonon lifetime, it is strongly affected by

Figure 2. Nanoscale rough contact at the SLG/Si interface. (a) Thermal conductance (energy coupling rate) at the SLG/Si interface determined by linewidth broadening. The inset shows the calibration results of the temperature dependence of linewidth for G-band of SLG and Si. (b) Interfacial thermal conductance/energy coupling weakening effect by separation widening between SLG and Si. Atomic configuration of the system is shown in the inset. The thermal conductance decreases rapidly with increasing δ and reaches a level of $10^4$ Wm$^{-2}$K$^{-1}$ when δ = 0.7 nm. (c) The linear fitting for temperature rise of SLG and Si against heating laser heat flux based on wavenumber softening. The inset shows the calibration results for wavenumber softening against temperature. (d) Stress induced wavenumber shift for SLG and Si. Very little stress is experienced by SLG and Si. (e) A simplified schematic of the SLG/Si interface for study of weak energy coupling, unconstrained SLG movement, and separation induced interference at the interface. (f) Deviation of the thickness of the separation layer in the experiment and calibration due to the thermal expansion mismatch between SLG and Si. (g) The temperature rise of SLG and Si against heating laser heat flux based on intensity decrease. The inset shows the calibration results. (h) Increment of the Raman intensity enhancement factor ($F$) of SLG with the thickness of separation layer ($\delta$). $\delta$ is estimated to increase from 2.9 to 4.7 nm during the laser heating experiment. The inset shows the variation of $F$ for a large range of $\delta$. blue ■: SLG; black ●: Si.

(0.1−1.6 W). Thus, the temperature rise induced by the Raman laser is negligible.
The temperature of graphene and silicon against Raman linewidth change when the heating laser is applied. The Raman laser heating is subtracted since the Raman spectrum shown in the inset of Figure 2a. Details of the calibration are given in 5.1 Thermal Probing and Raman Calibration. The thermal conductance at the SLG/Si interface is determined as \( G = q^2/(T_{\text{SLG}} - T_{\text{Si}}) \), where \( T_{\text{SLG}} \) and \( T_{\text{Si}} \) are temperatures of SLG and Si and \( q \) is the heat flux. Since the determination of \( G \) from a single point is subject to more uncertainties, seven laser energy fluxes are used in the experiments to improve the accuracy. The temperature rise in Figure 2a is the value relative to room temperature. The effect of the Raman laser heating is subtracted since the Raman spectrum with Raman laser heating is used as the base to evaluate the linewidth change when the heating laser is applied. The temperature rise has a positive linear relationship with the energy flux. The fitted slopes for SLG and Si are \( 6.41 \times 10^{-8} \) and \( 9.50 \times 10^{-8} \) K m\(^{-1}\) W\(^{-1}\), respectively. Then, the interfacial thermal conductance is calculated as \( G = 1/(T_{\text{SLG}} - T_{\text{Si}}) \), where \( T_{\text{SLG}} \) and \( T_{\text{Si}} \) are fitting slopes of temperature against heat flux for SLG and Si, respectively. For the SLG/Si interface, the thermal conductance is determined as 183 W m\(^{-1}\) K\(^{-1}\), a very low value indicating very poor localized energy coupling. For radiation from the graphene surface, the effective heat transfer coefficient is \( h_e = 4\varepsilon\sigma T^4 \), where \( \varepsilon = 0.023 \) is emissivity of SLG, \( \sigma = 5.67 \times 10^{-8} \) W m\(^{-2}\) K\(^{-4}\), and \( T = 300 \) K. Thus, the measured thermal conductance is orders of magnitude larger than the one by the radiation between graphene and Si, and it is largely due to the interfacial energy coupling by atomic bonds. The equivalent interface thermal resistance is \( 5.46 \times 10^{-3} \) K m\(^{-1}\) W\(^{-1}\). The resistance is five orders larger than the theoretical value of \( 3.52 \times 10^{-8} \) K m\(^{-1}\) W\(^{-1}\) at perfect contact between SLG and Si. It indicates that the equivalent area of perfect contact between SLG and Si only consists of \( 6.5 \times 10^{-6} \) of the whole contact area. The local energy coupling is extremely different from that at perfect contact conditions. The uncertainty of thermal conductance is analyzed according to the standard error of the linear fitting, and the value is 9.7 W m\(^{-1}\) K\(^{-1}\).

As shown in Figure 2a, the temperature rise of Si is relatively high while our theoretical analysis shows it should have a very low temperature rise due to its high thermal conductivity. This is because the back side of Si is unpolished. Some of the laser energy is absorbed at the rough surface of Si. In the measurement, the temperature of Si is an average temperature within the focal depth of the Raman probing laser. It is not the temperature immediately next to the Si surface. The skin depth of the Raman laser in silicon is \( \tau = \lambda/(4\pi\kappa) \), where \( \lambda \) is the wavelength of the laser and \( \kappa \) is the extinction coefficient. At \( \lambda = 532 \) nm, \( \kappa = 0.0516 \) for silicon, and \( \tau = 820 \) nm. The thermal conductivity of Si is \( k = 148 \) W m\(^{-1}\) K\(^{-1}\). As the Raman excitation laser is focused on the Si surface, the measured temperature of Si can be estimated as \( T_{\text{exp}} = \int_0^x T_e^{-\tau+2/3} dx + \int_0^\infty e^{-x/2} dx = T_0 e^{-x/2} \), where \( x \) is the distance from Si surface and \( \tau \) is the skin depth. This means the temperature of Si measured in the experiment is equal to the value at \( x = \tau/2 = 410 \) nm, a distance very close to the Si surface. The heat conduction resistance of Si across this distance is \( 5.54 \times 10^{-9} \) K m\(^{-1}\) W\(^{-1}\). This value is significantly smaller than the measured interfacial thermal resistance of \( 5.46 \times 10^{-3} \) K m\(^{-1}\) W\(^{-1}\). In conclusion, the little thermal resistance of the Si region has negligible effect on the total interfacial thermal conductance measurement.

3.1.2. Result Interpretation Based on Atomistic Modeling of Interface Energy Coupling. The measured thermal conductance at the SLG/Si interface is very small. For a normal full-contact interface with vdW force bond, a thermal conductance in the order of \( 10^8 \) W m\(^{-1}\) K\(^{-1}\) is expected. Our measured thermal conductance indicates very poor localized energy coupling. We speculate that a lot of areas at the graphene/Si interface have very poor contact, like some separations as delineated in Figure 2e. To further elucidate the interfacial thermal conductance change against the SLG/Si separation, molecular dynamics simulation is carried out by using the large-scale atomic/molecular massively parallel simulator (LAMMPS) package. A silicon layer with dimensions of 5.8 \times 20.0 \times 5.4 \text{nm}^3 is built, and the supported graphene nanoribbon (GNR) is 4.1 \times 18.3 \text{nm}^2. Four cases with separation distances (\( \delta \)) of 0.4, 0.6, 0.65, and 0.7 nm are calculated, and the thermal conductance results are shown in Figure 2b. Details of the simulation are provided in 5.2 Result Interpretation Based on Atomistic Modeling of Interface Energy Coupling. When the separation distance between graphene and Si substrate increases, the interatomic forces between these two materials decrease quickly. As a result, the thermal energy coupling between graphene and the Si system becomes so low, eventually leading to a much smaller thermal conductance. For \( \delta \) equal to 0.6, 0.65, and 0.7 nm, the interfacial thermal conductance is 4.44 \times 10^{6}, 7.30 \times 10^{4} , and 2.21 \times 10^{4} W m^{-1}K^{-1}, respectively. Such results strongly demonstrate that the interfacial thermal conductance (energy coupling rate) decreases rapidly with the separation distance. We expect that, in many areas of our sample, the distance between SLG and Si will be beyond vdW force interaction, resulting in a negligible local thermal conductance. The measured thermal conductance is an average over the whole probed region consisting of tight contact and loose contact regions. In other words, many ripples should exist in the SLG, leading to a rough contact with the Si substrate. Such loose contact will give graphene a lot of flexibility to thermally expand/contract without inducing strong strain/stress in graphene. This point is analyzed below in detail.

3.2. Weak Mechanical Coupling between SLG and Si. Our above measured very small interface thermal conductance indicates that the SLG has a loose contact with the Si substrate. This loose contact will have very limited constraint on graphene movement. This means that, under local heating, the thermal expansion mismatch at the interface will induce little stress in graphene. In other words, under local heating, the stress build-up in graphene can be used as an indicator to explore the local mechanical coupling strength. Weak mechanical coupling will lead to little stress in graphene and help explain the extremely weak interface energy coupling observed above.

To explore the SLG/Si interface mechanical coupling, the Raman wavenumber is evaluated under various heating levels. The wavenumber is related to both temperature and stress, and it is more sensitive to temperature than linewidth. The thermal expansion of SLG and Si should be considered in explaining the thermal stress in graphene if it arises. The thermal expansion coefficient of graphene was reported in a range from negative values to \( 1 \times 10^{-5} \) K\(^{-1}\). At room temperature, the thermal expansion of SLG and Si is evaluated, and the supported graphene was reported in a range from negative values to \( 1 \times 10^{-5} \) K\(^{-1}\).
expansion coefficient of Si is about $2.6 \times 10^{-6}$ K$^{-1}$. There is a significant difference between thermal expansion coefficients of graphene and Si. During laser heating in our experiment, the degree of thermal expansion of graphene and Si is different. If tight bonding/mechanical coupling exists between them, then a large thermal stress would arise in graphene due to the thermal expansion mismatch. Otherwise, a loose contact would lead to a small/negligible stress.

### 3.2.1. Thermal Conductance Analysis Based on Raman Wavenumber

First of all, we evaluate the temperature rise in SLG and Si based on wavenumber while the stress effect is not subtracted and then use this temperature rise to calculate the interface thermal conductance. We intend to prove that, even under the effect of stress, the wavenumber method gives an interface thermal conductance very close to that determined on the basis of Raman linewidth analysis. This provides solid evidence that the stress in graphene and Si indeed is very small during the experiment and the mechanical coupling at the interface is weak. Then, we give quantitative analysis of the stress build-up in SLG and graphene.

The relationships between wavenumber temperature rise against heat flux for graphene and silicon are depicted in Figure 2c, along with their temperature coefficients of wavenumber from calibration. The slopes of wavenumber-based temperature rise against heat flux for SLG and Si are $6.74 \times 10^{-3}$ Km$^{-1}$W$^{-1}$ ($T_{SLG}$) and $8.40 \times 10^{-4}$ Km$^{-1}$W$^{-1}$ ($T_{Si}$), respectively. Using equation $G_t = 1/(T_{SLG} - T_{Si})$, the interfacial thermal conductance is calculated as 169 Wm$^{-2}$K$^{-1}$, with an uncertainty of 8.2 Wm$^{-2}$K$^{-1}$. This result is very close to the linewidth-method value of 183 Wm$^{-2}$K$^{-1}$. The similar thermal conductance results strongly conclude that the thermal stress in the sample is not significant. It needs to be pointed out that the calibration results shown in Figure 2c and the temperature determined using the wavenumber in Figure 2c all have the effect of stress build-up during calibration and laser-heating experiment. Below, we detail how to evaluate the stress build-up in graphene based on Raman wavenumber.

### 3.2.2. Stress Analysis for SLG and Si

In the laser heating experiment, at one specific laser heating level $E$, we could obtain the temperature of graphene, $T_{SLG}$, based on the Raman linewidth, which has little effect of stress. Using this temperature and the Raman wavenumber-$T$ calibration result shown in Figure 2c, an expected wavenumber shift for graphene can be calculated ($\Delta \omega_{cal}$). Note in calibration, SLG and Si have the same temperature, so $\Delta \omega_{cal}$ is the wavenumber shift of graphene at temperature $T_{SLG}$ when the Si substrate is also at the same temperature. The interfacial thermal expansion mismatch between SLG and Si gives rise to a stress in graphene. Therefore, $\Delta \omega_{cal}$ consists of two parts: one by temperature rise, $\Delta \omega_{cal,T}$ and the other one by stress in graphene during calibration, $\Delta \omega_{cal,\sigma}$. In our interface thermal conductance measurement experiment, the temperature of SLG is always higher than that of Si substrate as shown in Figure 2a, and the graphene’s wavenumber shift is directly measured as $\Delta \omega_{exp}$. Similarly, we also have $\Delta \omega_{exp} = \Delta \omega_{exp,T} + \Delta \omega_{exp,\sigma}$. Here, $\Delta \omega_{exp,T}$ should be equal to $\Delta \omega_{cal,T}$ but $\Delta \omega_{exp,\sigma}$ is the wavenumber shift induced by stress in graphene and should be different from $\Delta \omega_{cal,\sigma}$.

The above scenario can be better explained by Figure 2f. On the basis of the temperature rise shown in Figure 2a, we know that, when the temperature of SLG reaches 90 °C, the Si surface will have a temperature of 30 °C, but in calibration, when SLG is at 90 °C, Si surface is at the same temperature. Thus, when the scenarios of calibration and laser heating experiment are compared, shown in Figure 2f, even the graphene has the same temperature, and the Si substrate has a contraction from calibration to the laser heating experiment. Therefore, this contraction will induce a stress change in graphene from calibration to the laser heating experiment. This Si contraction-induced wavenumber change in graphene can be calculated as $\Delta \omega_{exp} - \Delta \omega_{cal}$. The result is shown in Figure 2d. Similarly, we calculate the Raman wavenumber change by stress level change in Si and show the result in Figure 2d, too.

Figure 2d shows the stress induced wavenumber shift for SLG and Si. The compressive stress in SLG increases with the energy flux. The stress induced wavenumber shift is smaller than $-0.09$ cm$^{-1}$. This points out that the graphene placed on the Si substrate is loose and flexible. Graphene contracts/expanded freely above the Si surface to a large degree during laser heating. The tight contact area between graphene and Si only counts a small part of the total graphene area. We feel confident that the separation between graphene and Si substrate is the main factor causing the poor thermal conductance/energy coupling at the interface. For Si, we observed negligible stress change in it between the calibration and the laser heating experiment. This again proves SLG and Si have a loose contact, and no tight mechanical coupling exists between them.
3.3. Weak Contact Revealed by Interface Raman Enhancement. 3.3.1. Surface Morphology Study. The above interface energy coupling and strain/stress analysis of graphene leads to a conclusion that the SLG has a weak contact on the Si substrate. To further confirm this conclusion, we have conducted AFM imaging of the SLG on Si, and the results are shown in Figure 3a for SLG and Figure 3b for bare Si (for comparison purpose). The AFM images in Figure 3c,d show the height of surface variation for the SLG/Si and pure Si samples. For the AFM images of pure Si, the surface is found to be very flat within a height measurement noise of 0.3 nm. For SLG, the scenario becomes different. Ripples of SLG can be found in the image. The surface height varies with an amplitude as high as 9 nm, and the average height is 2.9 nm. Our above MD simulation gives an interfacial thermal conductance from 1.37 \times 10^7 to 2.21 \times 10^4 Wm^{-2}K^{-1} when the separation distance increases from 0.4 to 0.7 nm. On the basis of the surface morphology revealed in Figure 3a, we conclude that only a very small portion of the graphene has sound contact and strong phonon coupling with the substrate, while large areas are separated from the Si surface.

3.3.2. Thermal Conductance Based on Raman Intensity with the Interference Effect. The rough contact and separation between SLG and Si will give rise to interference for the measured Raman signals. For this reason, Raman intensity is further processed to quantitatively explore the rough contact between SLG and Si. More importantly, with the help of light interference between SLG and Si, for the first time, we can evaluate the separation distance of these two layers using Raman intensity. It has been proved that Raman intensity drops with the increase of temperature. A higher temperature has more effect on the band structure, which imposes more restrictions on the photon interactions necessary to produce Raman scattering signals. Usage of absolute intensity difference is hard to determine the temperature rise, as intensity is sensitive to environmental factors, focal level of the probing laser, and configuration of the Raman system. To improve the measurement accuracy, normalized intensity is employed to determine temperature. The normalized Raman intensity variation of SLG and Si is calibrated at temperatures from 25 to 180 °C. Extrapolation is carried out to get the intensity value at 0 °C. The normalized intensity is the intensity normalized to that at 0 °C. The inset in Figure 2g shows that the normalized intensity decreases with temperature. The fitting slopes for G-band of SLG and Si are −0.00219 and −0.00235 K⁻¹, respectively. The coefficient of normalized intensity against temperature for Si is reported as −0.00249 K⁻¹. To our best knowledge, no literature has reported the temperature coefficient for normalized intensity of graphene.

The slopes for temperature rise of SLG and Si against energy flux are 4.85 \times 10^{-3} and 1.32 \times 10^{-3} K^{-1}W^{-1}. The thermal conductance based on intensity is determined as 283 Wm⁻²K⁻¹, as shown in Figure 2g, with an uncertainty of 16 Wm⁻²K⁻¹. The temperature rise of Si obtained by intensity analysis is higher than that based on linewidth and wavenumber. As there is a separation between SLG and Si, part of the Si Raman signals is reflected by SLG. The collected Raman intensity of Si is reduced. Consequently, the temperature rise of Si determined by intensity reduction would increase. The thermal conductance obtained on the basis of the Raman intensity is larger than that based on linewidth and wavenumber. There are three factors combined together leading to this difference: deviated thermal expansion scenarios between experiment and calibration, the interface separation between SiC and Si, and light interference at the interface. Therefore, the difference between the temperature rise determined by Raman intensity and that by Raman linewidth strongly demonstrates the existence of separation between SLG and Si. Below, we detail the study of Raman enhancement by interface separation.

3.3.3. SLG/Si Interface-Induced Raman Enhancement. The thermal expansion of SLG and Si should be first considered in explaining the intensity effect. As mentioned above, there is a significant difference between thermal expansion coefficients of graphene and Si. In addition, the thermal expansion conditions in experiment and calibration are different, as illustrated in Figure 2f. We take a case of graphene at 90 °C for the analysis. In the calibration, the sample is heated up by a round heater which is glued under Si with silver paste. The temperatures of SLG and Si are the same and uniformly distributed within the Raman probing area (∼8 μm²). In calibration, the distance between SLG and Si is \( \delta_{cal} \) and the probed intensity is \( I_{cal} \). In the laser heating experiment, the temperature distribution is different. Assume the temperature of SLG reaches the same level: 90 °C, the temperature of Si would be around 30 °C according to the linewidth method (Figure 2a). Therefore, Si shrinks relative to the scenario with temperature of 90 °C in calibration. Consequently, the height of the ripple of SLG on Si is enlarged, which means \( \delta_{exp} > \delta_{cal} \) as illustrated in Figure 2f. This separation increase will lead to \( I_{exp} > I_{cal} \) and the underlying physics is given below.

The Raman intensity enhancement factor (\( F \)) by interface gap increases with the thickness (\( \delta \)) of the separation between SLG and Si if \( \delta \) is not too large. In the experiment, the incident laser passes through the graphene flake since it only has one atomic layer. Raman scattering signal is generated because of the excitation of the incident laser. Both incident and Raman scattering lights are reflected multiple times on the air/SLG/air/Si interfaces. The interference effect on the Raman scattering signal enhances the Raman intensity. Considering the absorption and scattering of each layer, the normalized enhancement factor of Raman signal is calculated in 5.3 Interference Induced Raman Enhancement with optical constants of all layers according to previous work. Figure 2h shows how the enhancement factor of Raman signal varies against the separation distance. The inset shows the enhancement factor with a very large separation variation.

According to the Raman intensity enhancement in the experiment, the thickness increment of air layer at the SLG/Si interface between the laser heating experiment and calibration can be evaluated. For instance, if under a laser heating energy flux \( E \), the graphene has a temperature rise of \( \Delta T \). If the substrate has the same temperature as graphene just like in calibration, we expect the normalized Raman intensity (\( I_{cal}/I_0 \)) from graphene will be \( 1 + \Delta T \chi_0 \), where \( \chi_0 \) is the temperature coefficient of normalized intensity as shown in the inset of Figure 2g. Here, \( I_0 \) is the Raman intensity at room temperature, and \( I_{cal} \) is the expected Raman intensity. However, in our thermal conductance measurement experiment, the normalized Raman intensity of graphene with temperature rise \( \Delta T \) is measured as \( I_{exp}/I_0 \). The enhancement of normalized Raman intensity can be calculated as

\[ \Gamma_{tot} = \frac{I_{exp}/I_0}{(I_{cal}/I_0) = \frac{I_{norm}/I_0}{(I_{norm}/I_0)/(1+\Delta T \chi_0)}}, \]

Due to the separation (\( \delta \)) change as shown in Figure 2f, we expect \( \Gamma_{tot} \) will be greater than 1.

We take one laser heating case for quantitative analysis. From Figure 2a,g, when the absorbed energy flux in SLG is \( 1.0 \times 10^4 \) Wm⁻², we have \( \Delta T = 69.1 \) K, and \( \chi_0 = -0.00219 \)K. Our measured normalized Raman intensity at \( \Delta T = 69.1 \) K is \( I_{exp}/I_0 = \ldots \)
The area of SLG is delineated in the figure. (c) Calibration for temperature coefficient of SLG for wavenumber, normalized intensity, and linewidth. The fitting slopes for linewidth, wavenumber, and normalized intensity of SLG against temperature are 0.01791 cm⁻¹/K, -0.02471 cm⁻¹/K, and -0.00239/K, respectively. The Raman spectrum of G-band of SLG is shown in the inset. (d) The fitting slopes of experimental temperature rise of SLG against heating laser energy flux are 4.21 × 10⁻³, 4.70 × 10⁻³, and 2.21 × 10⁻³ Km⁻¹W⁻¹ based on the linewidth, wavenumber, and intensity methods, respectively. The slope of temperature rise of glass against heat flux is 4.54 × 10⁻³ Km⁻¹W⁻¹. The interfacial thermal conductance is determined as 266 Wm⁻¹K⁻¹ according to the difference between the slope of the linewidth temperature of SLG and that of glass.

The expected normalized Raman intensity without separation change is (1 + ΔTΔχ) = 0.8488. Therefore, we have $F_{nor} = 1.045$. On the basis of the AFM results, the original separation between SLG and Si is roughly $δ_{cal} = 2.9$ nm. Therefore, the original enhancement would be $F_0 = 1.019$ as shown in Figure 2h. After extra intensity enhancement by $δ_{exp} → δ_{cal}$, the final enhancement factor is $F_f = F_0 F_{nor} = 1.065$. $F_f$ and $F_0$ are illustrated in Figure 2h. Thus, on the basis of the enhancement calculation shown in Figure 2h, the final separation distance will be $δ_{exp} = 4.7$ nm during laser heating with an energy flux of $1.0 × 10^7$ Wm⁻². The separation increment of air layer is then obtained as $Δδ = δ_{exp} - δ_{cal} = 1.8$ nm according to Figure 2h.

In the above calculation and discussion, the laser energy absorption in SLG is calculated following the optical path shown in Figure 1b. The interference effect is not considered since we do not know yet about the SLG/Si spacing then. Following the interference study above, we know that overall enhancement factor is 1.065. The absorption enhancement factor is less than this value; it is only 1.045. On the basis of this absorption enhancement factor, we can do a little adjustment of the thermal conductance calculated above. The thermal conductance calculated on the basis of the linewidth method is adjusted from 183 to 191 Wm⁻¹K⁻¹, and the one based on the wavenumber method is adjusted from 169 to 176 Wm⁻¹K⁻¹. Note this adjustment is only for the case of graphene temperature at 90 °C. For lower temperatures, the adjustment factor will be much less and eventually negligible.

From the above discussions, we conclude with great confidence that the contact between CVD graphene and Si substrate is poor. A separation layer exists at the interface, and this separation will increase under laser heating. The rough contact can be explained by the preparation method of the SLG/Si sample. In synthesis, a copper foil-based monolayer graphene was first prepared by the CVD method. Poly(methyl methacrylate) (PMMA) was then deposited on the graphene layer and cured. An etching process was taken to remove the copper foil. PMMA-SLG was washed in water and deposited onto Si substrate. After curing, PMMA was removed with acetone from the graphene layer. During this process, some residual atoms might stay between SLG and Si, which would reduce their contact significantly. Since the contact is loose, during laser heating, little stress arises and ripples become more obvious in the graphene layer.

3.4. Rough Contact between CVD Graphene and Glass.

Graphene has important applications in electronics and semiconductor devices when it is attached on a glass substrate. The contact condition and heat dissipation across the graphene/glass interface is critical to the stability and safety of devices. In this section, the rough contact and energy coupling at CVD graphene/glass interface is studied and compared with that at the CVD graphene/Si interface. The SLG/glass sample is obtained from ACS Material. The sample is prepared using the same process as that for SLG on Si.

The experimental setup for the thermal resistance measurement of SLG/glass interface is the same as that for the SLG/Si interface, except the heating laser irradiates the sample from the back of the glass substrate. At the wavelength ($λ = 1550$ nm) of the heating laser, little laser energy is absorbed in the glass. The graphene layer is heated up by the heating laser and dissipates heat across the interface to the glass substrate. A long integration time of 40 s is taken to collect strong Raman signals. The graphene layer is identified as monolayer according to the intensity ratio of 2D-band and G-band. The G-band of graphene is used for temperature probing of SLG layer. Since there is no Raman peak to characterize glass in our experiment, the temperature of glass cannot be determined precisely. Here, a heat conduction model is developed to calculate the surface temperature of glass. Figure 4a,b shows the heat transfer model...
and the area of the graphene layer. More details of the model are given in 5.4 Temperature Determination for SLG/Glass Interface. Under a laser power of 1.58 W, the glass surface increases by 0.15 K. The temperature rises of glass under different heat fluxes are calculated and shown in Figure 4d. To determine the temperature rise of graphene, Raman linewidth, wavenumber, and intensity are all employed for comparison purposes. Calibration results for temperature coefficients of G-band of SLG are illustrated in Figure 4c. The temperature coefficients are 0.0179 cm⁻¹/K, −0.0247 cm⁻¹/K, and −0.00239/K for linewidth, wavenumber, and normalized intensity, respectively. Temperature rises of graphene under different laser heat fluxes are determined and shown in Figure 4d. The fitting slopes of temperature rise against heat flux are 4.21 × 10⁻¹⁰, 4.70 × 10⁻¹⁰, and 2.21 × 10⁻⁹ Wm⁻²K⁻¹ based on linewidth, wavenumber, and intensity, respectively. The calculated slope of temperature rise of glass against heat flux is 4.54 × 10⁻⁹ Wm⁻²K⁻¹. Thus, the thermal conductance at the graphene/glass interface are determined to be 266, 235, and 568 Wm⁻²K⁻¹, with uncertainties of 10.4, 6.8, and 36.5 Wm⁻²K⁻¹, from the linewidth, wavenumber, and intensity methods, respectively. The small thermal conductance at the SLG/glass interface indicates a rough contact between them. We predict that only a very small portion of perfect contact between graphene and glass is in existence. A separation layer at major contact areas is expected to exist at the interface, which significantly slows the heat dissipation from graphene to glass. The thermal conductance calculated by wavenumber and linewidth agree well with each other. The difference in temperature obtained by wavenumber and linewidth stems from heat induced thermal stress in graphene, just as that detailed above for SLG on Si. The small difference illustrates that graphene experiences little stress. The bonding between graphene and glass is weak, and the graphene is loose. The thermal conductance based on the intensity method is about twice that based on linewidth, which further proves the rough contact at the interface as discussed for the SLG/Si interface. The thermal expansion coefficient of glass is about 5.5 × 10⁻⁵ K⁻¹, significantly different from that of graphene. The thermal expansion difference leads to mismatch under laser heating. Light interference happens due to the existence of the separation layer between graphene and glass. The interference effect on Raman signals at the SLG/air/glass interface enhances the Raman intensity. This intensity enhancement decreases the calculated temperature rise of graphene. Consequently, the thermal conductance based on intensity is larger than that based on linewidth and wavenumber. According to the foregoing discussions, the contact between CVD monolayer graphene and glass substrate is poor, probably at the same level as the SLG/Si interface.

Table 1 summarizes the experimental results on thermal conductance of graphene/substrate interfaces. The reported thermal conductance for graphene between sandwiched structures is between 2 × 10⁻⁶ and 2 × 10⁻⁴ Wm⁻²K⁻¹ in the literature, which is much larger than our results. The changed flexural phonon behavior and contact condition at the interfaces lead to the improvement of interfacial heat transfer. The thermal conductance of interface between unconstrained graphene and substrate determined by Yue et al. is still larger than that in this work.¹⁸ The reasons could be the difference in heating conditions and sample materials.

4. CONCLUSION

We reported on energy coupling at the unconstrained graphene/substrate interface. Our novel localized photon excitation and thermal probing gave a thermal conductance at CVD graphene/Si and graphene/glass interfaces as 183 and 266 Wm⁻²K⁻¹. These values are 5 orders of magnitude smaller than that for perfect interface contact. The observed extremely low interface energy coupling is attributed to nanoscale rough contact, which is confirmed by the flexible corrugation of graphene via analysis of stress-induced wavenumber change. Raman enhancement against heating further proved the existence of a gap between graphene and substrates. The structure study using AFM gave quantitative knowledge of graphene corrugation on a substrate.

5. METHODS AND EXPERIMENTS

5.1. Thermal Probing and Raman Calibration. The temperature coefficients of graphene and silicon Raman spectrum need to be calibrated first in order to determine the local temperature during the experiment. In the calibration, the same graphene/Si sample is placed on a heated stage, and the sample’s temperature is controlled accurately. After the sample’s temperature reaches steady state, Raman measurement is conducted to collect the Raman spectrum of both graphene and Si. The G peak (≈1580 cm⁻¹) of graphene is employed for temperature determination. The Raman spectrum of graphene is fitted with the Lorentz function to determine precise Raman parameters. The Raman peak ≈518 cm⁻¹ of silicon is used for temperature determination of the Si substrate. The relationship between temperature and linewidth can be treated linearly within a small temperature range. The temperature coefficients of SLG and Si for linewidth are determined as 0.0253 and 0.00913 cm⁻¹/K, respectively, from room temperature to 180 °C, as shown in the inset of Figure 2a. Yue et al. obtained a temperature coefficient of trilayer graphene as 0.0127 cm⁻¹/K.¹⁸ The temperature coefficient varies with the number of graphene layers. Tang et al. measured the temperature coefficient of Si and obtained a slope of 0.0082 cm⁻¹/K.⁵³ The work by Bauer et al. obtained a slope for temperature against linewidth as 0.01 cm⁻¹/K⁴⁸ for Si.

For wavenumber, it decreases with temperature with slopes of −0.0240 and −0.0201 cm⁻¹/K for G-band of SLG and Si, respectively. Yue et al. obtained a temperature coefficient of −0.025 cm⁻¹/K for triple layer graphene (TLG).¹⁸ Others’ work reported the slope of temperature against wavenumber in a range from −0.015 to −0.038 cm⁻¹/K for single and bilayer graphene.⁵⁵−⁵⁷ The temperature coefficient varies with the number of graphene layers, the wavelength of the excitation laser, and the temperature range in the calibration. Calizo et al. pointed out that the temperature coefficient decreases with the number of layers.⁵⁸ The linear fitting slope of wavenumber against temperature for Si was reported as −0.022 cm⁻¹/K.³³,³⁸ Therefore, the calibration results are in good agreement with the literature, considering the variation of experimental conditions and samples.

5.2. Result Interpretation Based on Atomicistic Modeling of Interface Energy Coupling. Molecular dynamics simulation of thermal conductance at SLG/Si interface is carried out. A silicon layer...
with dimensions of 5.8 × 20.0 × 5.4 nm³ (x × y × z) is built and the supported graphene nanoribbon (GNR) is 4.1 × 18.3 nm³ (x × y). The second generation Brenner potential,39 reactive empirical bond-order (REBO), based on the Tersoff potential39,41 with interactions between C–C bonds is employed to model the graphene system. It has been proposed that the interactions between carbon atoms and the substrate are primarily the short-range vdW type.42,43 Therefore, the C–Si coupling is modeled as vdW interaction using the Lennard-Jones (LJ) potential \( V(r) = 4\varepsilon (\sigma / r)^{12} - (\sigma / r)^6 \), where \( \sigma \) is the distance parameter, \( \varepsilon \) is the energy parameter, and \( r \) is the interatomic distance. In this work, \( \varepsilon \) and \( \sigma \) are set as 8.909 meV and 0.3326 nm, respectively. The LJ potential is truncated at a cutoff distance of \( r_c = 3.5\sigma \). The step for time integration is 0.5 fs (1 fs = 10⁻¹² s). All MD simulations are performed using the large-scale atomic/molecular massively parallel simulator (LAMMPS) package.44 Periodic boundary conditions are applied to the x and y directions (lateral direction), and free boundary condition is applied to the z direction for the physical domain shown in Figure 2b. The bottom layer of silicon substrate is fixed in position to avoid any vertical movement of the system. The two boundary layers in the y direction are fixed to maintain the distance between graphene and Si substrate. Four cases with separation distances (\( \delta \)) of 0.4, 0.6, 0.65, and 0.7 nm are calculated, and the thermal conductance results are shown in Figure 2b.

Here, we take the 0.4 nm case as an example to show how the interface thermal conductance is determined. In modeling after 300 ps canonical ensemble (NVT) and 100 ps microcanonical ensemble (NVE) calculations, the system reaches a thermal equilibrium at 300 K. A thermal impulse with NVE calculations, the system reaches a thermal equilibrium at 300 K. The interface thermal conductance is determined. In modeling, after 300 ps calculated at 1.37 \( \times \) 10⁻¹⁸ W is added to the graphene system for 50 fs. After that, the graphene is left for thermal relaxation and its energy transfer to the substrate via the interface. The energy decay of graphene is governed by this equation:

\[
\frac{dE_{\text{graphene}}}{dt} = -\sigma \left( E_{\text{graphene}} - E_{\text{Si}} \right)
\]

where \( E \) is the energy parameter, and \( \sigma \) is graphene area, \( E_{\text{graphene}} \) is graphene energy, and \( E_{\text{Si}} \) is the interfacial thermal conductance. The subscripts “f” and “0” indicate graphene’s energy at time \( t \) and the point immediately after the 50 fs pulsed heating. We track the energy relaxation of graphene for 150 ps and fit the \( E_{\text{graphene}} \sim t \) curve using equation \( E_{\text{graphene}} = E_{\text{graphene}}^0 + (G_{\text{fi}})^{-1} - \int_{T_{\text{Si}}}^{T_{\text{graphene}}} dT \). Here, \( \delta \) is the graphene area, \( E_{\text{graphene}}^0 \) is the energy parameter, and \( G_{\text{fi}} \) is the interfacial conductance.
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