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This work reports the first results on the conjugated hot carrier diffusivity (D) and thermal conductivity
(k) of suspended nm-thick WS, structures. A novel nET-Raman technique is developed to distinguish and
characterize these two properties by constructing steady and transient states of different laser heating
and Raman probing sizes. The nET-Raman uses a nanosecond pulsed laser and a continuous wave laser
for exciting Raman signals and heating samples. « is found to increase from 15.1733 to 38.8*2§
W-m~'K~! when the sample’s thickness increases from 13 to 107 nm. This increase is attributed to the
decreased effect of surface phonon scattering in thicker samples. Also, hot carrier diffusion length (Aryc)
for these samples are measured without knowledge of hot carrier's lifetime (7). Measured D of these four
samples are in close range (except the thickest sample). This is due to the fact that lattice scattering for all
these samples is similar and there is no substrate effect on our suspended films. nET-Raman is very
robust and has negligible effect from laser absorption depth, sample thickness, and laser spot drift during
measurement.
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1. Introduction

Two dimensional (2D) materials, especially graphene and gra-
phene like materials, have been topics of extensive recent research
[1—6]. Among 2D materials, Thin layers of transition metal dichal-
cogenides (TMDs) have attracted great interest due to their
distinctive electrical and thermal properties, such as tunable
bandgap [7,8], strong photoluminescence [9], and large exciton
binding energy [10]. There are various applications for these unique
properties, like solar cells [11,12], photodetectors [13,14], and field-
effect transistors [15,16]. As a result, it is important to characterize
their thermal and electrical properties at the nanoscale to optimize
the performance of aforementioned devices.

Heat and electrical transport phenomena in nanoscale are
mostly controlled by hot carrier properties, thermal conductivity of
material, and interfacial thermal resistance between the thin film
and substrate. In semiconductors, hot carriers are hot electrons or
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holes which have gained excess amount of energy over the Fermi
energy. These carriers can be generated optically by photons with
large amount of energy. The carrier diffusion coefficient (D) is used
to describe the carrier movement in this environment. Study of hot
carrier transport is important because it can provide us information
about the scattering processes in semiconductors, such as exciton
interactions, electron-electron collision, electron-phonon coupling,
etc [17]. To date, several groups have developed techniques to
investigate the hot carrier transport properties under high electric
field or photon-injection [18—21]. However little optical studies
have been reported. In comparison with optical methods, using the
high electric field or photon injection method, ultrathin samples
are more likely to be modified or destroyed during device prepa-
ration [22,23]. To date, little studies based on optical methods are
reported for TMDs. Kumar et al. used a transient absorption mi-
croscopy method to study charge carrier dynamics in bulk MoS;. By
monitoring the spatiotemporal dynamics of hot carriers, they
measured a diffusion coefficient of 4.2cm?s~! [24]. Wang et al.
reported a study of charge carriers in atomically thin MoS; sample
which are supported on Si substrate, and obtained diffusion coef-
ficient of 20 cm? s~ [25]. He et al. studied the spatiotemporal dy-
namics of excitons in both monolayer and bulk WS, samples on Si
by transient absorption microscopy in the reflection geometry and
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determined D of monolayer and bulk WS; as 60 and 3.5 cm
respectively [26]. Most of the previous work are conducted for
supported TMD thin layers, while no work has been conducted for
suspended samples.

In the work previously done by our group, Yuan et al. deter-
mined the hot carrier diffusion coefficient (D) and interfacial
thermal resistance (R) of very thin (less than 10 nm) exfoliated
MoS; films on Si [27]. They investigated the effects of photon
excitation, diffusion, and recombination by varying the heating
spot size and probing the local temperature rise using Raman
spectroscopy. Finally, in order to find D and R, they measured the
temperature rise of the MoS; thin film and c-Si substrate based on
the determined laser power coefficient and Raman temperature
coefficient [27]. In next step, they developed energy transport state
resolved Raman (ET-Raman) technique to simultaneously deter-
mine D and R [28]. Using this technique, they could eliminate the
large errors introduced by laser absorption evaluation and Raman
temperature coefficient calibration. ET-Raman is based on two
energy transport states: steady state using a continuous wave (CW)
laser and near zero-transport state generated by a picosecond (ps)
pulsed laser. Under different heating spot sizes and these two en-
ergy transport states, they could determine D and R of MoS; thin
films in the range of 6.6—17.4 nm supported on c-Si by comparing
Raman shift variations of each of these states in both time and
space domains. In another work conducted by our group, Yuan et al.
measured the in-plane « of supported few-layered (FL) MoS,, as
well as D and R, simultaneously [29]. The FL MoS; thin layers were
supported on a glass substrate, instead of c-Si. Since c-Si is much
more capable to dissipate heat than glass, they could investigate the
effects of substrate on this study. By using a five-state ET-Raman
technique, they successfully considered effects of D and R in the «
measurement. However, ET-Raman using a picosecond laser could
only be implemented on supported samples and not suspended
ones. To prevent significant heat accumulation caused by very short
laser pulse generated by picosecond laser, Wang et al. further
developed the ET-Raman technique and conducted the experiment
by using a nanosecond laser instead of ps laser [30]. Using this new
nET-Raman technique, since the laser pulse width is in the order of
nanoseconds, they could determine in-plane « of suspended MoS,
and MoSe, samples without damaging the film. Measured thermal
conductivity of four MoS; and MoSe, samples with different
thicknesses are compared with the results of ten other works and
are in very good agreement with them. In ET-Raman, nET-Raman,
and FET-Raman [31] techniques which are developed by our group,
only one laser in each heating state is used to heat the sample and
probe the Raman signal. While in works conducted by other groups
two lasers are used: one for heating the sample, and one as a probe
for the Raman spectroscopy measurement [32].

Using other techniques, other groups measured « of suspended
samples. Peimyoo et al. reported the thermal conductivity of sus-
pended monolayer and bilayer WS, sample by using of temperature
and excitation dependence of WS, Raman peaks. The measured
thermal conductivity is 32 and 53Wm~!K~! for monolayer and
bilayer samples [33]. In another work, Yan et al. obtained thermal
conductivity of suspended monolayer MoS, from temperature-
dependent Raman spectroscopy [34]. Additionally, Sahoo et al.
conducted a temperature-dependent Raman study using suspended
few-layered MoS; samples and measured « at room temperature as
52Wm 'K~ ! [35]. In all of these works or similar works, hot car-
riers’ effect is not considered in measurement of k of suspended
samples. On the other hand, as mentioned above, hot carrier diffu-
sion could affect the performance of electrical devices significantly
and needs to be considered. In addition, majority of the previous
works are done on MoS; samples, and WS, remains rarely explored,
while WS, possesses the highest photoluminescence (PL) and

excellent charge transport performance among all TMDs [36,37].

In this work, we measure and distinguish the thermal conduc-
tivity and hot carrier diffusivity of nm-thick suspended WS, films.
To do so, we develop a 3-state nanosecond ET-Raman technique
(nET-Raman) with energy transport variations in both time and
space domains. By conducting this measurement, we characterize
the intrinsic hot carrier transport properties of WS, nm-thick films
without exposing the sample to an electric field or making any
electrical contact. Also, by conducting the technique on suspended
films, any effect of substrate on hot carrier diffusivity is eliminated.
Additionally, the large errors caused by laser absorption coefficient
and Raman temperature coefficient calibration are eliminated by
this novel nET-Raman technique. In the following, the feasibility of
this technique is also explored in detail. Its accuracy, capability, and
measurement scope are studied to provide full assessment of its
measurement capacity.

2. Physical principles

Fig. 1 shows the physics explored in our technique. Steady state
continuous-wave or nanosecond lasers with 532 nm wavelength
(with photon energy of E=2.33eV) irradiates the suspended
sample. This excitation energy (E) is more than the bandgap of WS
samples (Eg = 1.4eV) [38,39] and is enough to excite electrons (e)
from the valence band to conduction band, while holes (h) remain
in the valence band.

Excited electrons with a higher energy than bandgap release the
excessive amount of their energy (E — Eg) through a non-radiative
direct phonon emission. This process takes place in a very short
time (in order of ps) [40], so it is reasonable to neglect the hot
carrier diffusion effects during it. After this process, hot electrons
and holes (hot carriers) diffuse, recombine and release the
remained amount of photon energy (Eg). Due to conservation of
crystal momentum and indirect bandgap of few-layered WS, thin
layers, e-h pairs recombine via a non-radiative process. This
recombination process happens in a longer time (order of nano-
seconds) [26,41,42] in comparison with the fast thermalization
process and leads to a wider thermal source spatial redistribution
and needs to be finely considered in our study. Therefore, two main
processes happen: (1) hot e-h generation, diffusion in space
domain, and e-h recombination, and (2) heat conduction by pho-
nons that receive their energy from hot carriers in process (1). The
first one depends mostly on hot carrier diffusivity (D), while the
second process is determined by the in-plane thermal conductivity
of the sample (). Finally, phonons reach thermal equilibrium with
electrons.

In this technique, we construct two heat transport states in both
time and space domains to investigate hot carrier and thermal
transports. The first energy transport state is steady state. Fig. 2(a)
show a suspended sample under irradiation of a CW laser using a
20 x objective lens to construct this state. The laser spot radius in
this case is around 1.6 um (e~! peak value). By varying the laser
power under this heating state, we obtain the Raman shift power
coefficient (RSC) value, which is defined as: Yy = 0w/0P. Yy is
function of «, D, laser absorption coefficient («), and Raman tem-
perature coefficient [Fig. 2(c)]. During this heating process, WS,
nanosheets absorb the laser energy and conduct it in both in-plane
and out-of-plane directions via its thermal conductivity: k| and &,
respectively. As it will be mentioned in the following parts, we can
assume that temperature distribution in the thickness direction is
uniform due to the very thin film thickness, volumetric laser ab-
sorption, and relatively short heat conduction time in the thickness
direction (shorter than the ns laser pulse width).

The second thermal transport state is constructed using a
nanosecond pulsed laser (ns laser) with 300kHz frequency
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Fig. 1. Physical model of hot carrier generation, diffusion, and recombination under laser irradiation. A 532 nm wavelength laser (E = 2.33 eV) irradiates the suspended sample and
excites the electrons in valence band to conduction band, while holes remain in valence band. Hot electrons in conduction band release some part of their energy (E — Eg) via a fast
thermalization process (in order of ps). Next, the hot electrons with energy of E; recombine with holes through a non-radiative process and release the rest of excitation energy. In
both processes, the released energy is transferred to lattice which causes heat transfer through the suspended sample.
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Fig. 2. (a) and (b) Exfoliated WS, thin films on Si substrate with a circular hole on it. Examined samples are irradiated using 532 nm lasers. (c) and (d) Using a continuous-wave laser
(532 nm) and a nanosecond laser (532 nm), two different energy transport states are generated in both time and space (by using two objective lenses in ns case) domains. Raman
shift power coefficient (¢) carries information about the following parameters: laser absorption coefficient («), Raman temperature coefficient (dw/9T), in-plane thermal con-
ductivity (), hot carrier diffusivity (D), and pc, (in ns case). Using these three ¥ values, we can measure « and D. (e—g) Cross sectional view of heat diffusion length (ryr), laser spot
radius (ro), and hot carrier diffusion length (Aryc) for three different cases. Under steady state heating, ryr is equal to the radius of the suspended sample. Heat diffusion length
during pulsed laser heating depends on laser pulse width and thermal diffusivity of the sample, therefore ryr under two different ns cases are the same. Aryc is estimated using the
e-h recombination time and hot carrier diffusivity and is the same for all three cases.
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repetition rate and has two sub-states by using two different
objective lenses (20 x and 100 x ). It is called near zero-transport
state. By varying the local heating size, we can differentiate the
effects of D and «. This state is shown in Fig. 2(b) and (d). Again, like
the steady state case, we obtain y for these sub-states as: ¥, =
0w /0P and Y5199 = 0w/0P. Both y values are a function of «, D, pcp,
o, and Raman temperature coefficient. The laser pulse width
(200 ns) is much less than the interval between the two pulses
(around 3 ps). Also, the pulse interval is much longer than the
characteristic heat conduction time of the sample. So, after each
heating period during the laser pulse, samples cool down to the
initial temperature during the cooling period. Since the laser pulse
width is not short enough to completely suppress heat diffusion, in
these two cases, ¥ is function of k as well. Due to the moderate
temperature rise in our measurement, we use a constant value for
pcp which could be retrieved from literatures [43]. This assumption
is assessed in Section 5.

In our Raman experiment, all the y values of WS, are Raman-
intensity weighted average of the sample. Also, for the near zero-
transport state, the temperature rise is time averaged over the
pulse width. These details are all considered in our 3D (volumetric)
numerical simulation. After doing the Raman experiments and
obtaining y of all energy transport states, we define a new
parameter (®) which is called normalized ¥ value.

We define two © as: O30 = Y¥s0/¥cw and O100 = Vus100/Vew-
By defining these two new parameters, we rule out the effects of
laser absorption coefficient and Raman temperature coefficients.
Measurement of these two coefficients is one of the main sources of
uncertainty in previous Raman measurements. As a result, with
known pc, value, @39 and @1gp only depend on thin film's prop-
erties, such as x and D. Finally, using a 3D heat conduction model
that includes all the above-mentioned details, it is possible to
determine x and D of the WS, nm-thick films.

Generation and diffusion of heat and electrical carriers in the
sample are governed by hot carrier diffusion equation and thermal
diffusion equation. Hot carrier diffusion equation is used to deter-
mine the carrier concentration AN(r,t) (cm™~3) [44]:

04N 5 AN ong AT
where 7 (s), ng (m~3), ® (number of photons per ms), « (cm~'), and
AT (K) are e-h recombination time, equilibrium free carrier density
at temperature T, incident photon flux, optical absorption coeffi-
cient of WS, nm-thick films, and temperature rise, respectively. The
first and second terms on the right side represent the hot carrier
diffusion and e-h recombination effects, respectively. The term
(dng/0T)(AT/7) is related to hot carrier creation due to temperature
rise and it is called thermal activation term, and the last term (®«) is
the hot carrier photogeneration source. In this work, due to the low
temperature rise and free-carrier density, the thermal activation
term is negligible [45,46].

In order to investigate the thermal transport by phonons, the
thermal diffusion equation is written as:

AT 10 [ 9AT
P e = ror Uar ) TF
(2)

where k; (W-m LK), k. (W-m~ 1K), hv (233 eV), and Eg are
in-plane thermal conductivity of WS, out-of-plane thermal con-
ductivity of WS,, photon energy of the laser beam, and WS,
bandgap, respectively. To evaluate the thermal transport in the
thickness direction (out-of-plane), we can estimate the effective
heat diffusion length in this direction as: L, = \/ma fy, where «;

04T hv — Eg\ ~ EgdAN
oz2 al( hy >+ T

)

(m?-s~1) and ty (s) are thermal diffusivity in cross-plane direction
and ns laser pulse width, respectively. Note that k; of WS, is around
2W m~' K~ which is much less than k| [47]. For the WS; nm-thick
films under laser irradiation with tg=200ns, L, is in the order of
1 wm, which is much larger than the thickness of the measured
samples. In fact, tg is long enough for the heat to be transferred all
the way in the thickness direction. As a result, we can assume that
the temperature distribution in the thickness direction (z-direc-
tion) is uniform. (EgAN/7) describes the energy coupling to phonons
from the electron-hole recombination. Note that under steady state
condition (CW laser), the term on the left side of both Eqgs. (1) and
(2) (time-dependent term) is 0. In following, we indicate the in-
plane thermal conductivity by « instead of x for ease of discus-
sion. In addition, I represents the laser intensity (W-m~2), which is
described as for ns laser:

I(r,z,t) =2exp<z>exp{ln(2)g} exp(—Tz—L), (3)

0 0

where Ip (W-m~2), 7, (m), ro (m), and to (s) are peak laser intensity,
laser absorption depth, laser spot radius, and half pulse width of the
ns laser, respectively. 7; is calculated as 7, = A/4wk;, where ki is
extinction coefficient and 1 is laser wavelength. In this work,
A=532nm and using reference values for ki, 7 (WS;)=28.2 nm
[48—51]. In the following, it will be well proved that the value of 7.
has very little effect on k and D measurement in our technique. It
should be noted that under steady state laser heating, the third
term in right side of Eq. (3) (exp[— In(2)t?/t3)) is 1.

Heat and hot carrier diffusion lengths in the in-plane direction
of suspended sample are estimated and shown in Fig. 2(e—g). In
addition, laser spot radius (rg) is also indicated to discuss the
physics. Under CW laser heating, since laser heats the sample
continuously, heat transfers all the way until the boundary of the
sample. While under pulsed laser heating, heat diffusion length can
be estimated as: ryr = 2\/afy, and here « is thermal diffusivity [52].
As indicated in this formula, heat diffusion length under the pulsed
laser irradiation does not depend on the objective lens and it is
similar for both 20 x and 100 x objectives. For all the three cases,
hot carrier diffusion length (Aryc) is calculated as: dryc = V7D [53].
For WS, films, 7 and D are in the order of 0.1 ns and 1cm?s~/, so
Aryc is in order of 0.1 pm.

Note that heat transfer by air convection has negligible effect on
our measurement. To evaluate it, the thermal resistance caused by
air convection on both sides of the suspended sample (Ry) and
thermal resistance caused by heat conduction through the in-plane
direction (R.) for a sample with 107 nm thickness are estimated as
below as R, = 1/(hA) = 1/(2wr3h) and R. = In(ry/ro)/(27lk). Here
ro, 1, h, I, and k are the radius of laser spot, radius of suspended area,
convection heat transfer coefficient of air, sample thickness, and in-
plane thermal conductivity of WS,, respectively. Here, we estimate
the convection heat transfer coefficient of air as 20 W/m?-K, which
is a high-end one for natural convection. Using a sample thermal
conductivity of 39 W/mK, radius of 5 um, and laser spot radius of
1.8 um, Ry, is calculated as 2.46 x 10° K/W and R. as 3.92 x 10% K/W.
It is clear that the thermal resistance caused by air convection is
much higher than the one caused by in-plane heat conduction
through laser heating. For samples of a few nm thickness, the ratio
of Rp/R. is still in the order of 100. Therefore, it is reasonable to
neglect the effects of free convection heat transfer. For radiation
effect, the equivalent h is in the order of 5 W/m?K, making the ra-
diation thermal resistance orders of magnitude higher than that of
in-plane heat conduction.
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3. Experimental details

Fig. 3(a) shows the Raman setup of the experiment. This system
consists of a CW laser (532 nm) (Xcelsior-532-150-CDRH Spectra-
Physic) and a nano-second (ns) pulsed laser (532 nm) (DCL AIO
Laser, Photonics Industries, International, Inc.) as energy sources and
a microscope (Olympus BX53) and Raman spectrometer (Voyage,
B&W Tek, Inc.). In order to adjust the laser power, a motorized
neutral density (ND) filter (CONEX-NSR, Newport Corporation) is
used. All these components are controlled by a LabVIEW-based
software, which ensures highest accuracy of the experiment as
well as reducing the experiment time. More details about this
Raman system could be found in our previous works [27,30,54]. The
atomic structure and Raman spectrum of WS, is shown in Fig. 3(b)
and (c). The W atoms are in middle of each layer and sandwiched
between S atoms. The Raman spectrum has two vibrational modes
of WS, (E;g and Aqg) under irradiation of 532 nm wavelength laser.
The Aig mode (419 cm™1) is associated with the out-of-plane vi-
bration mode of sulfur atoms in opposite directions. The other main
Raman peak is E}g mode (348 cm™!) at lower wavenumbers than
A1g mode and is associated with the in-plane opposite vibration of
two sulfur atoms with respect to the tungsten atom [55]. Here, since
the E;g peak is stronger and therefore more reliable for data fitting,
we use it to perform our measurement.

Fig. 3(d) shows energy distribution contours under 20 x (for
both CW and ns cases) and 100 x (only ns case) objective lenses
taken by a CCD (Olympus DP-26, Olympus Optical Co., Ltd.) camera.
These images are analyzed by a Gaussian fitting method to deter-
mine the laser spot radius. For the 13 nm sample, the Gaussian
beam spot size ro (at e~ ! peak value) is measured as 1.667,1.138, and
0.311 pm, under 20 x (CW laser), 20 x (ns laser), and 100 x (ns
laser) objective lenses, respectively. Laser spot radii of all mea-
surements are shown in Table 1.

4. Samples preparation and characterization
In this work, four suspended WS, samples are prepared on Si

substrate with a 10 um diameter hole on it using the mechanical
exfoliation method from a bulk WS, crystal. Due to the weak van

3D nano stage

der Waals force between WS, layers, it is easy to exfoliate thin
layers. First, layers of WS, are peeled off from bulk material using
the scotch tape and then are transferred to gel films. Finally, we
transfer the thin layer of WS, to silicon substrate with a hole in the
middle. Using this method, we can make samples with pristine,
clean, and high-quality structure [56]. More details about this
method of fabrication can be found in our previous works [30].
Fig. 4(a1-d1) shows the AFM images of these four samples. Their
thicknesses are 13, 49, 60, and 107 nm. The supported area near the
suspended area is used to perform the AFM imaging. The red line on
the boundary of the WS; and Si corresponds to the height profile of
the sample, which is shown in Fig. 4(a2-d2). Fig. 4(a3-d3) shows the
roughness profile of each sample and 4l represents the largest
surface height variation along a straight line on the sample surface.
Almax is relatively small in comparison with the sample thickness.
Especially for thicker samples, it is less than 5% of the measured
sample thickness. Wrinkles or ripples in the samples are the main
factors that cause thickness variation. Below, the 13 nm sample is
used to explain the technique and results.

5. k and D measurement

Fig. 5(a—c) show the 3D contour map of WS, Raman peaks (Ag
and E}g) for the 13 nm sample. Under all different lasers and
objective lenses, the E%g peak is stronger than Ag. For both peaks,
the Raman intensity increases with the increased laser power. Laser
power ranges of all three cases for four samples are included in
Table 2. The Raman intensity has almost a linear relationship with
laser power and discrepancy in it could be caused by uncertainties
in Gaussian fitting of Raman spectrums or the effect of laser heat-
ing. For higher laser power, as the laser power and consequently
local temperature increase, the Raman excitation efficiency will
decrease [57,58]. In addition, as shown in this figure, for ns case
under 100 x objective with a lower laser power, the Raman in-
tensity is higher than ns with 20 x objective lens. 2D contour maps
of Raman peak intensity are represented in Fig. 5(d—f). It indicates
the redshift of Raman peaks for all cases with increased laser
power.

Fig. 6(a—c) show the Raman spectrum for different laser powers

(b) W, Raman spectrometer (a)
Elu Alg = _,{M_IETQT_:; _________________________
300 400 500 ns laser
Raman shift (cm™) ) ND filter (532 nm)
Objective \error 2 = Seve|
() lens
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® S

Fig. 3. Schematic of the Raman system. (a) WS; thin films are illuminated by a CW and a ns laser separately. Laser power is adjusted by a ND-filter that is controlled by a LabVIEW-
based program, and Raman spectrum is collected by Raman spectrometer. (b) Raman spectrum of WS, sample excited by 532 nm lasers. Both E;g and A;g peaks are observed. Since
the Eég peak is stronger, it is used in our data processing. (c) Atomic structure of WS,. Blue balls represent tungsten (W) atoms and red balls indicate sulfur (S) atoms. (d) The spatial
energy distribution of the laser beam under three different energy states for a 13 nm-thick sample. The black points are laser beam intensity data collected by CCD camera and red
lines indicate the Gaussian data fitting. Using this energy distribution and data fitting, laser spot's radius is measured. (For interpretation of the references to colour in this figure

legend, the reader is referred to the Web version of this article.)
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Table 1
Summary of laser spot size under three different heating states.

Sample thickness CW laser spot radius under 20 x objective lens

ns laser spot radius under 20 x objective lens

ns laser spot radius under 100 x objective lens

(nm) (pm) (pm) (km)
13 1.667 1.138 0311
49 1599 1.060 0.318
60 1.648 1.031 0.330
107 1.797 1270 0.344
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Fig. 4. AFM imaging of the four WS, samples. AFM test is conducted on supported area of each sample to prevent damage of suspended area. (al-d1) AFM images of all samples.
(a2-d2) Thickness profiles of the samples which correlate with the solid red lines. (a3-d3) Thickness profiles on surface area that indicates the sample roughness. (For interpretation
of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

under all thermal transport states. It also indicates the redshift of
Raman peaks by increased laser power. It shows that in low laser
power range, Raman shift and laser power are linearly correlated.
Note that this laser power is just before the laser irradiates the
sample and it should maintain as low as possible to prevent photon
absorption saturation [59,60]. Using this linear relationship, we
obtain the y values of the 13 nm-thick sample under three states
as: —(0.78+0.01) cm 'mw~! —(3.78+0.06) cm !mw~,
and —(11.2+0.1) cm 'mW~! under CW under 20 x, ns under
20 x , and ns under 100 x objectives, respectively. Table 3 includes
the y values of all four samples. Generally, y of each state decreases
with the increased sample thickness. In fact, ¥ represents the
temperature rise under unit laser power irradiation. Lower y values
mean lower temperature rise which means thicker samples could
better dissipate heat. In fact, the temperature rise under unit laser
power (AT) is directly proportional to absorbed laser energy (AE)
and inversely proportional to x and thickness (t) as: 4T« AE/«kt.
Note that the absorbed laser energy (AE) normally increases with
increased film thickness, but the increasing ratio is less than t.
Thicker samples has a larger cross-section and can conduct heat
better than thinner ones (proportional to t). Consequently, the
temperature rise will be lower than that of thinner samples.
Another factor that affects AT is . As will be mentioned in the
following discussion, k increases with increased sample thickness.

This provides another contributing factor for the observed decrease
of Y with increased sample thickness. Additionally, for each sample,
the y value of ns case under 100 x objective lens is more than the y
of ns under 20 x objective lens. Objective lenses with higher
magnification (or smaller rp) intensify the laser power per unit area
which leads to increase in local temperature rise.

In order to determine the temperature rise and consequently
the in-plane thermal conductivity (k) and hot carrier diffusion co-
efficient (D) of thin films, we conduct a 3D numerical modeling
based on the finite volume method. In this work, the ballistic effect
on thermal transport is not of great importance, because the
phonon mean free path (MFP) of WS, samples is far less than the
laser spot sizes. In fact, phonon MFP of WS; is around 15 nm which
is smaller than all laser spot sizes (Table 1) [26,61,62]. Here, as
mentioned earlier, we take the 13 nm-thick sample as an example
to discuss the simulation and experimental results. Using our 3D
numerical simulation, we can calculate ®, and ®1qg in the (k, D)
space. By doing so, any effect of laser absorption coefficient and
Raman temperature coefficient is eliminated. Table 3 includes the
® values of all four samples. ®,9 and ®1qg increase with increased
sample thickness. As discussed earlier, for a specific sample, under
ns case thermal transport is mostly restricted to laser spot area
[Fig. 2(f) and (g)], while under CW state it transfers until the
boundaries of suspended sample [Fig. 2(e)]. This means that under
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Fig. 5. Contour maps of the 13 nm-thick WS, sample. (a—c) Raman intensity variation under three different cases with respect to laser power represented by 3D contour maps.
(d—f) The variation of Raman shift of both WS, peaks against laser power for all three cases.

Table 2
CW and ns laser power ranges of all three heating states for four WS, samples.

Sample thickness (nm) CW laser power range

under 20 x objective lens (mW)

ns laser power range under
20 x objective lens (mW)

ns laser power range under
100 x objective lens (mW)

13 0.705—-3.418
49 0.578-2.801
60 0.665—3.222
107 1.480-7.172

0.097-0.478 0.037-0.178
0.099-0.478 0.046—-0.224
0.124-0.602 0.037-0.178
0.221-1.070 0.092—-0.448

CW case, the effect of thermal conductivity on thermal transport is
more significant than under ns cases. Therefore, ®,¢ and ®1gg are
approximately inversely proportional to in-plane thermal conduc-
tivity. The laser absorption depth is another parameter that should
be considered in the simulation. Here, we take 7, = 28.2 nm, while
as we discussed in Section 6.3, the value of 7; has negligible effect in
the determined values of k and D.

Fig. 7(a) and (b) show the calculated ® values and solid lines
indicate the experimental values of ®. In both Raman experiment
and numerical calculations, the measured ® of WS, samples are
Raman-intensity weighted average of the suspended film. Raman-
intensity weighted average temperature under CW is calculated as:

v v
Tew = / Ie*Z/TLTdv// lIe~%/".dy, where I is laser intensity, T is
0 0

temperature of each point, V is the volume of sample, and term
e Z/7 is Raman signal attenuation when the signal leaves the
scattering location. Additionally, for the ns case, the temperature
rise is averaged in time domain as well as space domain. Therefore,
under ns cases, Raman-intensity weighted average temperature

t v t v
rise is calculated as: Tps = / / le~#/" Tdydt/ / / le~2/edydt. 1t
Jo Jo Jo Jo

should be noted that local Raman intensity is proportional to the
local laser. As shown in Fig. 7(a), lower D implies higher ® values.
This effect is more obvious in Fig. 7(b), due to the smaller laser spot
size of the ns case. The lower is D, the more heating area will be
restricted to the laser spot area, and it results in a higher local
temperature rise of the sample. To further illustrate this effect,
calculated temperature rise under three different cases are plotted
in Fig. 7(d). Here, we can see again that as laser spot size becomes
smaller, effects of D on temperature rise become more prominent.
In fact, when the hot carrier diffusion length (Aryc) is more than (or
comparable with) laser spot radius (rg), hot carriers could diffuse
out of the heating area easier. In addition, Fig. 7(d) indicates that
the temperature rise of the sample is higher when thermal con-
ductivity is lower. Note that lower « values will result in lower ®
values. It comes from the point that temperature rise is more
sensitive to k under CW case than ns case. This effect is clearly
indicated in temperature rise contour in Fig. 7(d). When « decreases
from 25 to 10 W m~! K, the temperature rise of the sample under
CW increases more than 300%, while under ns case it increases by
less than 100%. This effect is also indicated in inset of Fig. 7 (b). In
this plot, the temperature rise under three heating states are
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Sample thickness (nm) Ejg, CW (cm™' mW~1) Ejg, s, 20 x (cm ™' mW~™1) Ejg. s, 100 x (cm™' mW~™") [SP ®100
—(0.78 £0.01) —(3.78 +0.06) —(112£0.1) 485+0.10 144402
~(0.42 £0.01) —(2.66+0.05) —(6.40+0.11) 6.34 +0.20 152415
~(037+001) —(2.53+0.05) (588 +0.16) 6.88+0.17 159405
~(021+001) —(1.63+0.03) —(3.95+0.04) 7.69+0.28 187406

we define ‘Q(K,D) =

151753 W-m TK!

calculated against several D values while « is set constant. It con-
firms that under smaller heating spot sizes D has more contribution
to temperature rise variation.

As discussed earlier, each experimental ® value could take
several « and D values, as shown by solid lines in Fig. 7(a) and (b).
We use these black (®2p) and red (®1g¢) solid lines to plot them in a
(x, D) space to find their cross-point. Fig. 7(c) represents this cross-
point. By doing so, « and D are determined as 151 Wm™ 'K~ ! and
1.78 cm? s~ !, respectively. We use the normalized probability dis-
tribution function (Q) to calculate the uncertainty of x and D [27].
This function is defined as: Q = exp[—(x — X)2/2¢2], where x is the
variable, and X and ¢ are its average and standard deviation,
respectively. Q is plotted as contour in Fig. 7(c). In the (x, D) space,
Qg,,*Q0,,- Finally, by setting Q, p) = 0.6065
corresponding to ¢ confidence, the uncertainty of k and D are ob-
tained. Final values of k and D for the 13 nm-thick sample are
and 1.78"03 cm?-s~

As dlscussed in the physical model section, due to the Coulomb
attraction, electron (e) and holes (h) move together during the
diffusion process. Therefore, the determined D is the ambipolar
diffusion coefficient, D = 2DDj,/(De + Dy), where Dpe) is unipolar
diffusion coefficient of holes (or electrons) [63]. In our optical study,
the effective mass of electrons and holes are comparable, and equal
number of them are generated under laser heating. As a result, it is
physically reasonable to assume that D, and Dy are equal and
approximate D as the unipolar diffusion coefficient of both elec-
trons and holes. Additionally, in order to determine the carrier

1 respectively.

mobility u, we use the Einstein relation as ¢ = Dq/kgT, where kg, q,
and T are Boltzmann constant, charge of each carrier, and temper-

ature, respectively [64]. Here, T takes 298 K For the 13 nm-thick

result is

literature values

WS, nanosheet, the measured u is 69.8 cm?* V151 Generally, for
all the multilayer samples, it is in order of 100 cm?V~1s~1 This
in good agreement with
234cm?V-1s7! reported by Liu et al. [65], 50 cm?V~
Ovchinnikov et al. [66], and 20 cm?V~'s~! [67,68]. Results of all
measured properties are included in Table 4.

To find the effect of sample thickness on in-plane thermal
conductivity (k), measured k values in this work or other works are
summarized in Fig. 8(a) against their thickness [33,69]. Considering
our result and other works, a nonmonotonic distribution of « versus
thickness can be observed. For monolayered or few-layered sam-
ples which are indicated to the left side of the gray dashed line, the
thermal conductivity decreases with increased thickness. This

of
1 S—l by

trend is attributed to higher anharmonicity of thicker films in this

range [70]. In other words, phonon scattering in monolayered films
is mostly controlled by boundary scattering, and effects of Umklapp
scattering is less significant. Umklapp scattering becomes more
considerable as the thickness increases. However, this trend re-
verses on the right side of the gray dashed line for thicker samples.
In this range, thermal conductivity has a direct relationship with
thickness. This effect is due to the reduced effect of surface scat-
tering in thicker suspended films. Effects of surface scattering on
thermal conductivity can be analyzed by the Landauer approach
using the phonon Boltzmann transportation equation and Fuchs-
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Table 4

Summary of the determined in-plane thermal conductivity («), hot carrier diffusion coefficient (D), corresponding hot carrier diffusion length (Aryc), and carrier mobility ().

Sample thickness (nm) kK (W-m~ 1K) D (cm?-s71) Arge (um) w(cm?-v-1.s7
0.3 0.5 0.02 20.8

13 15153 178153 0.14%5 03 698123,
13 4.8 0.15 187.8

49 22.8%13 27458 017738 106.27 8%

60 23.8%11 1.43%13 0.13%392 56.175%4
2.6 43 0.08 166.6

107 38.8+2¢ 7.05"%3 0.28+9:58 276.471558

Sondheimer approach which are illustrated in details in our pre-
vious works for MoS, and MoSe,; nm-thick films [29,30,54].

Fig. 8(b) represents the hot carrier diffusion coefficient (D)
against thickness for WS, and MoS, samples. As we mentioned
earlier, very rare works are done on investigating the hot carriers’
behavior of WS, so MoS; data of our previous work is included in
this plot as well [28]. Additionally, results of work by He et al. for
both monolayered and bulk WS, samples are included in Fig. 8(b)
[26]. Considering our four samples, hot carrier diffusion coefficient
(D) remains almost constant for first three samples and increases a
little bit for the thickest one. Our result for multilayered films is in
good agreement with previous data of bulk WS, [26]. Similar trend
is observed for carrier mobility (u) (Table 4). For suspended samples

with more than few-layers, phonon scattering is mostly controlled
by temperature and structure of the sample. In our experiment,
since temperature of all samples are almost equal, we can expect
that lattice scattering due to the temperature rise remains constant
for all samples. However, D of 107 nm sample is much higher than
that of the other three samples. Any discrepancy between these
results could be caused by different structure of WS, layers and
Raman experiment uncertainties. In fact, the samples made by
mechanical exfoliation method could have some differences in
their structures. These structural differences are in form of defects
and different surface conditions. Additionally, uncertainty of D
measurement could be optimized as will be mentioned in following
sections.
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Fig. 8. (a) and (b) Summary of in-plane x and D in this work and previous works, respectively. Inset of (b) shows the determined hot carrier diffusion length in this work and one of

our previous works.

However, D and Arygc of MoS, thin samples experience an
increasing trend against thickness. This phenomenon was attrib-
uted to several factors. First, it may be caused by the effect of
Coulomb scattering from charge impurities for thicker samples. In
fact, the effect of charge impurities and the substrate could be
mitigated relatively for thicker samples which consequently leads
to higher mobility [71—73]. Additionally, this effect may be caused
by weaker electron-phonon interaction of thicker films [71]. Un-
certainties of determined k and D are also plotted in Fig. 8(a) and
(b). This uncertainty is due to the y fitting procedure, and other
parameters, such as laser spot location. Detailed discussion
regarding these factors are given in following sections. Additionally,
as indicated in Table 4 and Fig. 8, D has a higher uncertainty than «.
As shown in Fig. 7(d), as local heating size decreases, effects of hot
carrier diffusion (D) becomes more prominent and consequently
will lead to a lower uncertainty of measured D values. In fact, the
hot carrier can be very dominant in ultra-small heating states and is
negligible in very large size heating states. As a result, if we perform
the Raman experiment under an extreme small size heating state,
the uncertainty of determined D could be significantly reduced.

In our technique, the measured D value is dependent on the
recombination time of hot carriers (7). To further illustrate this
effect, we define y = 4N/7 as normalized hot carrier concentration,
and rewrite Equations (1) and (2) as:

70 = A vy —y + b (4)
AT 10 [ AT hy — Eg
pCpﬁfK?ﬁ (TW) +0(I( hy ) +Eg’Y (5)

Note that thermal activation and thermal transport in cross-
plane direction terms are neglected in these two equations, as
explained before. Also, since the laser pulse width is much longer
than the hot carrier lifetime, the term 79y /dt in equation (4) be-
comes negligible. By solving equations (4) and (5) we determine
hot carrier diffusion length (Argc) without knowing the hot car-
riers’ properties. And finally, D could be calculated using the carrier
lifetime (7)as D = Ar,z_lc/r. In this work, 7 takes 0.11 ns [26]. Table 4
and inset of Fig. 8(b) shows the determined hot carrier diffusion
length (Aryc) against sample thickness. Argc of all four WS, sam-
ples are in order of 200 nm Aryc of WS; is less than that of MoS;
measured by Yuan et al. [28] which may be attributed to lower e-h
recombination time of the WS,.

As mentioned earlier, pc, and « are taken constant in this work.
Here we use the 13 nm-thick sample to justify this assumption. As
shown in Fig. 6, redshift (Aw) of the CW state is 1.04 cm L Using
this value and Raman temperature coefficient (a) of 0.014 cm ™' K~!
[33], we can calculate the temperature rise of the sample under
laser spot as Tes = A4w/a = 74 K. To check the amount of thermo-
physical properties' changes, we need to determine the average
temperature rise of entire suspended sample. It is calculated as:

R R
T[f = / T(r)rdr// rdr, where R is the radius of suspended film
0 0

and T(r) is temperature of each point in calculation domain. Using
Tes, th, and Tqy (or Tys) that introduced earlier, the temperature
rise of entire sample under laser irradiation is calculate as: Tef =

Ty x (Tes/Tcw). T for CW, ns under 20 x objective, and ns under
100 x objective states are calculated as 34.1K, 27.2K, and 11.1K,
respectively. O'Hare et al. [43] reported c, of WS, at different
temperatures. When temperature change of the sample is less than
40K, cp (and pcp) change is less than 3%. Therefore, it is physically
reasonable to assume that pc, remains constant during our Raman
experiment.

6. Discussion
6.1. State design for D and k measurement

As we discussed earlier, the size of heating state (laser spot size)
can affect the uncertainty of measured D and «. Theoretically, it is
possible to determine D and « using other heating states, however
the accuracy of measurement will be reduced. Another possible
way to design the heating states is to conduct the Raman experi-
ment with steady state laser under 100 x objective lens, instead of
the ns laser under 100 x objective lens. As a result, we can deter-
mine D and « using these three states: CW under 20 x objective, CW
under 100 x objective, and ns under 20 x objective. Using these
three states, we again obtain two normalized ® values as: ©5y,50 =
Yns20/¥ewao, and Oa0/100 = ¥nso0/Vewioo- First state (O2op20) is
similar to ®,¢ introduced in section 2. As shown in Fig. 7(a), using
the first state (®20/20 or ®9), we can determine « with a very small
uncertainty, since ® is almost only sensitive to x and not D.
Therefore, ®g/100 is very critical to minimize the uncertainty of D.
Fig. 9(a) shows the calculated temperature rise of the 13 nm-thick
sample under steady state heating with 100 x objective lens. Also,



232 H. Zobeiri et al. / Acta Materialia 175 (2019) 222—237

0.58 0.77 0.93

Temperature rise (K)

0.42

0.23

8 12 16 20 24 28

In-plane x(W-m' K"

(b) U U
6 (C]
er (20x obj.) / CW laser (1

L
- = g
] 2 9
o g

& N2

)

[©)
b 1 1 1 1 1 1 | "
g 8 12 16 20 24 28

In-plane x (W-m"K™")
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coefficient.

the temperature rise of the sample using ns laser under
100 x objective was plotted in Fig. 7(d). By comparing these two
contours, we find that state CW under 100 x objective is less sen-
sitive to D than ns state under similar objective. To explore it more,
calculated normalized ® using this state (®29/100) is plotted in
Fig. 9(b). Again, while comparing Figs. 9(b) and Figure 7(b), we can
clearly conclude that the accuracy of the experiment will be
reduced by using steady state (CW) under 100 x objective instead
of the ns state with similar objective lens.

6.2. Effect of pulsed laser pulse width on measurement accuracy

Another parameter that can affect the measurement accuracy is
pulse width of the ns laser. As mentioned earlier, heat diffusion
length (rgr) under ns laser heating depends on thermal properties
of sample («) and the laser pulse width (tp). As laser pulse width (ty)
decreases, the heat diffusion length decreases, too. Additionally, the
hot carrier effect on thermal transport can be evaluated by
comparing the hot carrier diffusion length (Aryc) with heat diffu-
sion length (ryr). In ns pulsed Raman experiment, if the pulse width
is shorter, but still longer than the hot carrier recombination time,
then the heat diffusion length will be shorter during pulsed heat-
ing, so the hot carrier effect can be more prominent. For instance,
while all the parameters, such as D, «, and 7, are fixed and we
decrease the laser pulse width from 200 ns to 50 ns, the ratio of
heat diffusion length to hot carrier diffusion length (ryr/Argc) will
be decreased by 50%. This shows the importance of to and how it
affects the precision of our technique. To show the effect of ty on
measurement accuracy, we changed the pulse width from 1 ns to
200 ns and calculated the uncertainty of determined x and D under
several cases with the fixed x and D values as 151 Wm~'K~! and
1.78 cm? s~ respectively. Results of this analysis are shown in
Fig. 10(a). Generally, the uncertainty of measured « and D improves
with decreased tp. This effect is more prominent for determining D.

6.3. Effect of laser absorption level

As mentioned earlier, unlike steady state Raman measurements
that uses laser absorption coefficient to determine thermal con-
ductivity (k), our measurement although uses the optical absorp-
tion depth in data processing, this data has almost no effect in final
results. For instance, Chen et al. reported that 0.2% uncertainty in

optical absorption of ~3% causes +7% uncertainty in determined
laser power (Q), which is the most significant source of error while
measuring k of suspended graphene [74,75]. The temperature rise
of sample under laser irradiation depends on downward irradiation
of the laser as well as the laser reflected back from the bottom. On
the other side, regardless of which direction laser propagates
through the sample, temperature rise is uniform in the thickness
direction and is proportional to laser power. Therefore, the amount
of laser reflected back does not affect k and D determination and
cancels out during our ratio calculation:

ATt s i ATy ps - AT ns + ATy ps

_ _ , 6
ATecw ATrcw ATeew + 4T cw (6)

where AT; s and AT;cw are temperature rise of the sample gener-
ated by the laser coming down under ns (either 20 x or
100 x objective lens) and CW lasers, respectively. And AT;,s and
AT;.cw are temperature rise of the sample generated by the laser
reflecting back under ns (either 20 x or 100 x objective lens) and
CW cases, respectively.

To show the effect of laser absorption depth (71) in our mea-
surement, we calculated « and D of 13 nm-thick sample using
several 71 values. In fact, by doing several numerical calculations
using different 71 values, we can obtain « and D of this sample using
the ® obtained from the experiment (Table 3). Fig. 10(b) shows the
determined « (left vertical axis) and D (right vertical axis) for a wide
range of laser absorption depth from 5 to 30 nm. Note that actual 7,
of WS, thin films is 28.2 nm, as mentioned in section 2. Also, the
uncertainty of measured x and D is calculated. As shown in this plot,
k remains almost unchanged against various 7 values. Additionally,
determined D values using 7| close to actual value of 7 (28.2 nm)
are almost similar, and as 7|, becomes smaller, the effect of 7 be-
comes more significant and D deviates more from the actual
calculated D. Uncertainties of k and D for each 7 is also calculated
and shown in this figure. As indicated in this figure, these un-
certainties do not change with 7.

To further clarify the effect of 7. on k and D determination,
percentage deviations of measured « and D caused by 7y is calcu-
lated as %Ak/k and %AD/D, respectively and is shown in inset of
Fig. 10(b). Note that x and D in denominator are measured values for
13 nm-thick sample as indicated in Table 4. %Ak/k is less than 2% for
all 7 values which solidify our claim that laser absorption coeffi-
cient has negligible effect on x measurement. Regarding %AD/D, it
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Fig. 10. (a) Effect of laser pulse width on measurement accuracy. Uncertainty of « (left vertical axis) and D (right vertical axis) are calculated against different ¢, values. In this
calculation the absolute value of x and D are fixed and equal to the determined values. The uncertainty of determined D is more sensitive to ty than that of k. For example, as ty
changes from 200 ns to 50 ns, the uncertainty of D decreases by more than 40%, while the uncertainty of x decreases by less than 20%. (b) Effect of laser absorption depth on « (left
vertical axis) and D (right vertical axis). The inset shows the percentage error of k and D determined caused by 7 variation. When 7| is more than sample thickness (13 nm), its effect
on « and D is negligible. However, while 7| is extremely small it can have considerable effect on our measurement, especially D determination. Also, It shows that over a wide range

of 71, uncertainties remain constant.

could be considerable when 7 is much smaller than its actual value.
This uncertainty is caused by uniform AN assumption in the
thickness direction that is made in our 3D numerical simulation.
Physically, as 7; decreases, AN increases within the top layer of
sample with a thickness equal to 71, leading to a hot carrier diffu-
sion diminution in all domain. To evaluate the accuracy of our
technique, here we consider 20% error in 7, measurement. In this
case, the uncertainty caused by this error is less than 0.3% and 4% in
k and D, respectively. It means that for few-layered samples and
monolayers, 71 has almost no effect on D and k measurements.

6.4. Effect of sample thickness on measurement

To shed light on effect of sample thickness on our measurement
accuracy, k and D for several arbitrary thicknesses are calculated, as
shown in Fig. 11. In this study, we calculate the temperature rise of
different arbitrary samples with thickness in range 10—100 nm.
Fig. 11(a) shows the temperature rise of these samples with
different thicknesses under three heating states (left vertical axis)
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as well as ® values (right vertical axis) when « and D are fixed as
151 Wm~ 1K' and 1.78 cm?s~! in calculation. It is perfectly clear
that as the thickness decreases, the temperature rise increases for
all three heating states, while @9 and ®19¢ remain almost un-
changed. This shows that our relative temperature rise calculation
is independent of film's thickness. As shown in Fig. 11(b), we obtain
k (left vertical axis) and D (right vertical axis) of these arbitrary
samples using the 3D numerical calculations introduced in
Fig. 11(a) and experimental values of ® for the 13 nm sample.
Fig. 11(b) shows that « remains almost unchanged with increased
thickness, while D for thicker arbitrary sample is more than thinner
ones. Additionally, the uncertainty of measured « and D are plotted
in Fig. 11(b) and it is obvious from that by changing the thickness,
the uncertainty of « and D do not change significantly. The inset of
Fig. 11(b) shows the percentage variation of k (left vertical axis) and
D (right vertical axis) caused by film's thickness variation. This
deviation is calculated as %A«/k and %AD/D, where Ak (or AD) is the
difference between determined « (or D) of each arbitrary sample
and actual value of k (or D) of 13 nm-thick sample as reported in
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Fig. 11. (a) Temperature rise (left vertical axis) and ® (right vertical axis) are calculated using our 3D numerical model for several thicknesses in a range of 10—100 nm. As thickness
increases, the temperature rise under all heating states decreases, while the ® values changes very little. (b) Calculated « (left vertical axis) and D (right vertical axis) under different
arbitrary thicknesses. The inset shows the percentage error caused by errors in thickness measurement. It is obvious that these thickness errors have almost no effect on «
measurement. Also, determined D increases with increased thickness. %AD/D is only less than 20% while the error of thickness measurement is extremely large and is around 400%.
Additionally, it is clear that the uncertainty of these two parameters for each arbitrary sample varies very little among different thicknesses.
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Table 4. This study evaluates the effects of thickness measurement
on nET-Raman technique. Again, as mentioned in previous section,
%AD/D is caused by uniform AN assumption in cross-plane direc-
tion in our simulation. From the inset of Fig. 11(b) we can conclude
that thickness measurement has almost no effect on x measure-
ment. Also, even when the sample thickness was measured as
60 nm which means more 300% error in thickness measurement, it
could cause only 5% error in determined D value. Therefore, we can
conclude that film's thickness measurement has very little effect on
our technique. This shows another significant capability of nET-
Raman technique in improving experimental accuracies.

6.5. Effect of laser spot position

As mentioned in section 3, the sample is placed on a 3D nano-
stage. Normally, during the time that we perform the experiment,
this stage has very slight drift in the in-plane directions. Due to
these drifts, laser spot location on the sample will be changed a
little bit. The results which are reported in Table 4 are determined
based on this assumption that laser spot under different heating
states is exactly located at the center of suspended sample. For the
suspended samples, since the heating area is strongly restricted to
the suspended area, these changes of laser spot location could
cause considerable amount of uncertainty in final results in any
Raman study. In our technique, since we irradiate the WS, thin
films under three different states, we need to consider each of them
in this study. First, using our 3D numerical model, the Raman
average temperature rise (AT in Fig. 12) of the 13-nm sample under
each of these three states is calculated for different laser spot lo-
cations. Fig. 12 shows the sample under laser irradiation for these
three cases. Laser spots are similar to the experimental values as
presented in Table 1. In Fig. 12, ¢ indicates the laser spot shift from
the center of sample and it varies from 0 to 2.5 pum. As ¢ increases
from zero to 2.5 um, AT for all three cases decreases, as it is ex-
pected. This temperature drop is more significant in steady state
(CW) case. As mentioned earlier in section 2, under CW laser irra-
diation, heat diffusion length is equal to the size of suspended area,
while under pulsed laser it is less than that. Therefore, CW case is
more sensitive to effect of laser spot position shift than ns cases.

Among two ns cases, the one under 100 x is not sensitive to the
laser spot location. Therefore, here we only study the effect of laser
spot drift under CW laser and ns laser with 20 x objective. To do so,

(@)

ATy = 0201 K A ATcyso=0.196 K
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we define two new normalized temperature values as:
020 = ATns20/ATewao and 0’199 = ATus100/ ATcwoo-

In this study, these two theoretically calculated normalized
temperature values work similar to experimental ®,9 and ®1gg.
Using G)'Zo and 9,100 of different laser positions with 3% uncer-
tainty assumption for each of them, we can ﬁnd new kq and Dq
values. ©' 100 only depends on ATcwzo. while ®’ 20 depends on both
ATpso0 and ATcwao. Each © 20 (or e 100) Tepresents a contour line
similar to Fig. 7(a) and (b). As a result, we can find the effect of laser
spot position by comparing © 5 (or @’100) with @ (or ®1gp) that
were introduced in previous sections. To do this comparison, de-
viation of ® 5 from @ is calculated as [1—050/05| x 100, and is
plotted as contour in Fig. 13. While laser spot position under each of
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Fig. 13. The percentage error caused by laser spot position shift in @. This error could
be significant when either ns spot is at maximum distance from center and CW spot is
located at center (dashed line in upper left corner), or CW spot is located at maximum
distance from center and ns spot is fixed at center (dashed line in lower right corner).
Note that red dotted line indicates the actual laser spot area during our Raman
experiment. (For interpretation of the references to colour in this figure legend, the
reader is referred to the Web version of this article.)
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Fig. 12. 13 nm-thick sample is irradiated by (a) CW laser under 20 x objective lens, (b) ns laser under 20 x objective lens, and (c) ns laser under 100 x objective lens, respectively, at
different laser spot positions. ¢ represents the laser spot distance from the sample center. Raman averaged temperature (AT) is calculated for each case and shown in the figure.
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Table 5

Measured kq, D4, and percentage error of each of them based on different locations of laser spot.

Scenario kg (W-m~ 1K) D4 (cm?-s71) % | Ak /K| % |4D/D|
1-1 dcwz0 =0 pm 15.0°3¢ 1.71°38 0.3 39
611320 =15 pm
1-2 Ocw20 =0 pm 14.6°3¢ 131738 29 26.4
6n520 =25 pm
2-1 Ocwz0=1.5pum 17.4199 0.18977 15.7 91.6
“*-0.7 -19-0.18
Ons20 =0 pm
2-2 dcwz0=2.5 um ~24 - ~60 -
6n520 =0 pm

these states changes from 0 to 2.5 um, the percentage error calcu-
lated above is maximized when laser spot is located at the center
under ns case and is shifted 2.5 um from the center under CW case.
The other scenario that we explore here is when the CW laser spot
remains at the center of suspended film, while ¢ is 2.5 pm under ns
laser irradiation. These two scenarios are indicated in Fig. 13 by
black dashed lines. Based on this introduction, kq and Dq are
calculated for these two scenarios. It should be noted that to
maximize the stability of 3D stage and minimize the laser spot drift
during our Raman experiment, we wait for an appropriate time
(hours) until the stage becomes very stable. After this time, laser
spot drifts under three states is much less and is in the approximate
range that is shown in Fig. 13 by red dotted line. Therefore, it should
be noted that just mentioned study evaluates the extreme cases,
and not the real case which is much more stable and accurate.
Table 5 shows the results of this study.

Regarding Table 5, under scenarios 1-1 and 1—-2 k4 and Dy do not
change significantly in comparison to the normal case that spot is
located at the center. This is reasonable since Raman average
temperature rise does not change a lot with drift of the laser spot
under ns laser. Also, last two columns of Table 5 indicate the per-
centage error of these calculations by comparing them with the
values determined for the 13 nm sample in section 5, as |4k/k| =
|(k —kq)/k| and |4D/D| = |(D — Dg)/D|, respectively. It should be
noted that under the first two scenarios @),100 remains unchanged.
Under scenarios 2—1 and 2-2 in which locations of ns laser spots are
held at center and dcwao varies, kg and Dq change significantly. In
fact, in case 2—1 when the laser spot shift is 30% of the sample
radius, the error caused by this drift in kg and Dq is around 16% and
92%, respectively. Under case 2-2, it is not possible to determine Dy,
since there is no cross-point for two contour lines. As shown in
Fig. 7(c), we extract two lines from two contours and their cross
point gives the k4 and Dq values simultaneously. When laser spot
position under CW laser is far from the center, the constant ®’100
contour lines [similar to Fig. 7(b)] will be less sensitive to x. How-
ever, since ®,2o (or ®y) is almost independent of Dg, we can
roughly estimate kg4. In summary, we conclude that our experiment
is more sensitive to location of CW laser spot than ns laser spot.

7. Conclusion

In this work, a nET-Raman technique was designed and
employed successfully for measuring in-plane thermal conductiv-
ity (k) and hot carrier diffusion coefficient (D) of suspended WS,
thin films with thicknesses in a range of 13—107 nm. Using this
technique, hot carrier and thermal transport of these samples were
characterized without need of Raman temperature calibration and
laser absorption coefficient which are the main sources of errors in
steady state Raman studies. In contrast to electrical techniques,
nET-Raman is a non-contact method. In this technique, samples
were irradiated by two different lasers: continuous wave (CW) and
nanosecond (ns). These two lasers are used to heat the samples and

extract Raman signals under different heating spot sizes. As the
heating spot size decreases, the effect of hot carrier diffusion co-
efficient becomes more significant. By analyzing the experimental
data, we could determine Raman power coefficient under each
heating state and by developing a 3D physical model, x and D of
four WS, samples were determined. The thermal conductivity was
observed to increase from 15.1f8:§l to 38.8f§:2 W-m 1K1 as the
sample thickness increased from 13 nm to 107 nm. This effect was
attributed to stronger effect of surface scattering for thinner films.
Also, hot carrier diffusion coefficient values were around to
2 cm?-s~! for majority of the samples, except the thickest one. This
trend was explained by the constant lattice scattering, and these
samples are suspended and consequently independent of effects of
substrate. For the 107 nm sample, the higher D value was attributed
to better structure of WS, layers for this sample that might be
caused by the exfoliation method. In addition to « and D, hot carrier
diffusion length (Aryc) and carrier mobility (u) of each sample were
determined. A detailed discussion was provided about the scope of
this technique and different parameters that could affect the
measurement uncertainty, including sample's thickness, laser ab-
sorption level, and laser spot position.
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