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We report a systematic investigation of interfacial thermal conductance (Gk) between few to tens
-layered mechanical exfoliated molybdenum disulfide (MoS2) and crystalline silicon (c-Si). Based on
Raman spectroscopy, we find Gk at room temperature increases with increased layer numbers of MoS2
from 0.974 MW m�2 K�1 to 68.6 MW m�2 K�1. The higher Gk of thicker samples reveals their better
interface contact with the substrate, leading to accordingly improved interfacial energy coupling. Mo-
lecular dynamics (MD) simulations are conducted to interpret and compare with the experimental ob-
servations. MD simulations predict a thermal conductance in the range of 53e77 MW m�2 K�1, which
agrees well with the upper bound Gk measured in our work. The thickness dependence of measured Gk

reflects the improved interface spacing for thicker MoS2 samples. This phenomenon is further confirmed
by the Raman intensity enhancement study by the interface spacing and local optical interference
calculations.

© 2016 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
1. Introduction

Two-dimensional atomic layer materials, such as graphene,
transition-metal dichalcogenides (TMD), have attracted extensive
research attention in recent years due to their unique thermal,
mechanical, electrical and optical properties [1e3]. Among the
layered TMD, MoS2 has been widely used in numerous areas, such
as photovoltaic cell [4], nanotribology [5], lithium battery [6],
photodetectors [7], memory devices [8], and transistors [9]. For the
design and operation of these devices, knowledge of the materials'
thermal properties and the interfacial thermal conductance be-
tween adjacent layers [10] is a great factor in determining the de-
vice performance and durability. Especially, the interface between a
two-dimensional atomic layer material and substrate plays a crit-
ical role in the overall thermal conductance in the nanosystem and
therefore determines the devices' reliability, heat dissipation dur-
ing operation, and lifetime [11,12]. The thermal transport across
interfaces is quantified by the interfacial thermal conductance or
Kapitza conductance [13], which is a critical property needed in
device thermal design and also an important property to reflect the
uilding, Department of Me-
, 50011, USA.
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local atomic bonding level [14,15]. However, the thermal transport
across atomic-layer interfaces is very complicated and challenging
to measure since the interfacial thermal conductance is intimately
related to the characteristics of the interface properties, such as its
structure, bonding, geometry, etc. [16e18].

To date, several optical and electrical methods have been
employed to measure the interfacial thermal conductance, such as
the laser flash method [19], differential 3u method [20], pump-
probe technique [21,22], Raman-based thermal probing technique
with electrical heating [23] and laser heating [24]. Particularly, Tang
et al. developed a separate laser heating Raman-probe method that
has achieved significant improvement in measurement accuracy by
controlling the heating with a desired laser wavelength and
continuously adjusting the laser energy without interfering the
sample [24]. Besides, several theoretical methods were also applied
to study the interfacial thermal transport. For example, non-
equilibrium molecular dynamics (NEMD) simulation [17,25e27]
was a widely used atomistic-scale modeling method for calcu-
lating the interfacial thermal conductance. A pump-probe method
using molecular dynamics simulation was employed to study the
surface roughness effect on thermal transport across the graphene/
Si interface [28]. Additionally, the acoustic mismatch model (AMM)
[29,30] and diffuse mismatch model (DMM) [31] were also widely
used to study the thermal transport across weakly coupled systems
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at low temperatures [32].
Extensive research has been done for thermal transport at gra-

phene/substrate interfaces. The results of the interfacial thermal
conductance vary greatly due to different graphene preparation
methods, the different interface structures, and different sub-
strates. Ruoff et al. in 2009 obtained an interfacial thermal
conductance of (28 þ 16/e9.2) MWm�2K�1 for a supported gra-
phene monolayer grown by chemical vapor deposition on copper
[33]. Mak et al. prepared single andmultilayered graphene on fused
SiO2 by mechanical exfoliation and obtained the interfacial thermal
conductance ranging from 20 to 110 MWm�2K�1[34]. Chen et al.
designed graphene flakes with different thickness sandwiched
between SiO2 layers and reported the thermal contact resistance
from 5.6� 10�9 to 1.2 � 10�9 Km2/Wwith temperatures from 42 to
310 K [35]. In Yue et al.’s work, they obtained the thermal contact
resistance between epitaxial graphene and 4H-SiC as high as
5.3 � 10�5 Km2/W.

As mentioned earlier, knowledge for interface thermal proper-
ties of MoS2 and its substrate is extremely important. Taube et al.
prepared a MoS2 monolayer supported on SiO2/Si substrates by the
mechanical exfoliation method. They obtained an increasing
interfacial thermal conductance with increasing temperature from
1.94 MWm�2K�1 at 300 K to 1.25 MWm�2K�1 at 450 K [36]. In
contrast with graphene, little research has been conducted on the
thermal transport across the interface between MoS2 and its sub-
strate. Here we present a detailed temperature and laser power
dependent micro-Raman spectroscopy study of different layers
MoS2 nanosheets. We measured the interfacial thermal conduc-
tance (Gk) between few to tens of layered MoS2 and its c-Si sub-
strate. We observed that Gk at room temperature increases with
increasing layers of MoS2. Furthermore, we find that the number of
layers (thickness) of MoS2 deeply affects the film corrugation,
morphology, and interfacial thermal conductance. We also conduct
MD simulation to better interpret our results.

2. Sample preparation and surface characterization

2.1. Preparation of multilayer MoS2 nanosheets by mechanical
exfoliation method

The layeredMoS2 samples used in our experiments are prepared
by micromechanical cleavage of a bulk MoS2 (429MS-AB, molyb-
denum disulfide, small crystals from USA, SPI Suppliers). Several
methods have been reported to prepare atomically thin MoS2
nanosheets, such as chemical vapor deposition and liquid exfolia-
tion, etc. Among these, mechanical exfoliation is widely used and
the most efficient way to produce clean, highly crystalline and
atomically thin nanosheets of layered materials for investigating of
their intrinsic thickness-dependent properties [37]. As in the
typical mechanical exfoliation process, we first put a small piece of
bulk MoS2 on the sticky side of a piece of ordinary adhesive Scotch
tape and then peel off appropriate thin MoS2 crystals. After
repeating the peeling process several times, we identify some
relatively thin crystals on the Scotch tape with microscope. Then
we lay one gel film (Gel-Film, PF-20/1.5-X4, Gel-Pak) on the crystals
and gently rubbed the back of the gel film by using tools such as a
plastic plate to further cleave the crystals. The third step is to
quickly peel back the gel film from the Scotch tape to transfer the
crystals. Thenwe apply crystals inked gel film to a freshly cleaned c-
Si substrate and carefully rub the back of gel film again. At last, by
slowly peeling off the gel film from the substrate, several MoS2
nanosheets with different thickness are left there [38]. The size of
layered MoS2 nanosheets ranges from 3 to 15 mm. Optical micro-
scope (Olympus BX53), atomic force microscope (AFM) and Raman
spectroscopy are used to locate the MoS2 nanosheets.
2.2. Surface morphology and layer thickness study using AFM

Fig. 1 shows AFM images of seven cleaved samples of multilayer
MoS2 nanosheets. AFM is also used to measure the thickness of
theseMoS2 samples.We choose the contactmode of AFM instead of
tapping or other modes to avoid possible artifacts in the nanosheet
thickness measurements [39]. Because currently we do not have
the technique for sample thickness control, there is only one
sample for each thickness level. The measurement uncertainty has
been carefully evaluated and presentedwith the reported results. In
Fig.1, for each sample, the left figure gives the 2D contour. TheMoS2
sample is marked by the white dashed curves. The two blue lines
indicate the edges where the height is measured [shown in the
figures in the middle, e.g. Fig. 1(a-1) and Fig. 1(a-2)]. The blue
dashed square indicates the location for detailed MoS2 surface
morphology study. This morphology study is shown in the top
figure on the right, e.g., Fig. 1(a-3). The bottom figure on the right
[e.g., Fig. 1(a-4)] shows the height variation along the blue line in
the top figure on the right [e.g., Fig. 1(a-3)].

Take the AFM image of the 45 nm-thick sample as an example
[Fig. 1(a)], we explain the surface morphology characterization
results. We can find that the surface height varies as much as
9.5 nmwhich indicates the existence of corrugations and/or ripples
on the MoS2 layers [Fig. 1(a-4)]. This variation is also partly induced
by the non-uniform layer number of the sample. For other six
samples, the surfaces are found much smoother with a height
measurement noise of around 0.3 nm. The average height variation
ranges from 0.94 nm to 0.43 nm and the surface becomes smoother
for thinner MoS2 samples. The noise in the AFM measurement
(~0.5 nm) is obvious for the 4.2 nm thick sample and the white
spots in Fig.1(d, f) are residual from gel films. In the experiment, the
laser spot is on the MoS2 sample completely. From all the figures, it
is conclusive that the surface of MoS2 sample is atomically smooth,
except for the first sample (45 nm). In Fig. 1(f), we can find that on
the large sample there are also some small flakes. The large MoS2
sample has a thickness of 5 nm [Fig. 1(f-1) and 1(f-2)]. The surface
of the substrate we use is the same as that used in Tang et al.’s work
[24]. As shown in Fig. 3(b) of his work, when considering the AFM
measurement noise, the surface of the c-Si is very flat (~0.3 nm) and
shows no protruding points on it. In our interface characterization,
the laser spot is focused on the area without extra flakes, like the
area indicated by the dashed square.

3. Experimental design and physical model for interface
characterization

3.1. Experimental setup

Raman scattering studies are conducted by using a BWTEK
Voyage confocal Raman microscope system using a longitudinal
single mode laser with an excitation wavelength of 532 nm as
shown in Fig. 2(a). The laser is introduced to the Raman system and
its energy is adjusted by a neutral-density (ND) filter. Search and
identifying of the MoS2 nanosheet sample on c-Si under micro-
scope is realized using a 3D nano-stage (MAX313D, Thorlabs, Inc.)
with a resolution of 5 nm. The laser beam is focused on the center of
the sample and the laser power is varied between 2.61 mW and
12.12 mW to introduce different heating levels in the MoS2 sam-
ples. The absorbed energy is conducted away across the MoS2/c-Si
interface to the substrate. We use the Raman spectrometer to
measure the temperature of MoS2 and c-Si simultaneously. Based
on the temperature difference between MoS2 and c-Si, and the
absorbed laser power, we can directly determine the interfacial
thermal conductance. Shown in Fig. 2(b) (c) are the laser energy
distribution (contour and 3D) under a 20 � objective lens. From



Fig. 1. Sample thickness measurement and surface characterization. (a)e(g) AFM images of the MoS2 nanosheets. The white dashed box indicates the MoS2 sample area. The middle two
figures [e.g. (a-1) and (a-2)] in each panel show the step heightmeasurement results from the substrate to the sample. Themeasurement is along the blue lines in the left figure. The upper
rightfigure [e.g. (a-3)] shows theAFM3Dmappingof theMoS2onc-Siovertheovermarkedby thebluedashedbox inthe leftfigure.The lastfigure [e.g. (a-4)] showsthesamplesurfaceheight
variation along the blue line in its top figure [e.g. (a-3)]. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 1. (continued).

P. Yuan et al. / Acta Materialia 122 (2017) 152e165 155
Fig. 2(c) is clear that the energy distribution can be well described
by a linear line from the center of the spot to its edge. Under 20 � ,
the spot size is around 5 mm. Under 50 � , the spot size is around
1.9 mm. Quantitative definition of the spot size depends on how it is
evaluated. Belowwhenwe discuss the physical model, the spot size
will be discussed more. Physical models for detailed data process-
ing will be described below, too. In our experiment, depending on
the sample size and thickness, either 20 � or 50 � objectives is
used. Details are summarized in Table 1.

3.2. Effective thermal conductance between MoS2 and c-Si

Considering the non-uniform distribution of the laser energy in
space [Fig. 2(b) and (c)], the temperature distribution in the MoS2
nanosheet measured in the experiment could be obtained from
following heat diffusion equation in the cylindrical coordinate:

kst
1
r

d
dr

�
r
dT
dr

�
� GeðT1 � T2Þ þ Ia ¼ 0; (1)

where Ge is the effective interfacial thermal conductance per unit
area. T1 is the temperature rise of MoS2 nanosheet upon laser
heating, T2 the temperature rise of c-Si. Note the effective interfacial
thermal conductance (Ge) is defined based on the effective/average
temperature measured in the experiment: T1 and T2. Since the
measured temperatures do not represent the temperature of MoS2
and c-Si at locations immediately adjacent to their interface, the
effect of temperature distribution in the thickness direction for
MoS2 and c-Si will be considered to find the true interfacial thermal
conductance. Ia (W/m2) represents the absorbed laser power per



Fig. 2. Schematic of the experimental setup for characterizing the MoS2/c-Si interface energy coupling. (a) A typical MoS2/c-Si sample is heated up by the continuous wave 532 nm
green laser light. The Raman signals of MoS2 and c-Si are excited by the same laser and collected by a confocal Raman spectrometer (Voyage, B&W Tek, Inc.) with a spectral
resolution of 1.05e1.99 cm�1. The position of the sample is controlled by a 3D nano-stage with a resolution of 5 nm. The MoS2 flakes absorb laser energy and dissipate heat to the c-
Si substrate through their interface. (b) (c) The spatial energy distribution of the laser beam. The laser spot size on the sample is roughly given as: 35.7 mm2 under 20 � objective, and
5.90 mm2 under 50�. (d) (e) When laser beam irradiates the sample surface, multiple reflections happen at the interface between MoS2 and c-Si. The transmitted power at the top
surface (I01), the transmitted power in c-Si top surface (I02) and the reflected power at the bottom surface (I03) of MoS2 are calculated out according to the transfer Matrix Method
(TMM) [40]. The laser energy absorbed in MoS2 varies from 9.44% to 68.94% and absorbed in c-Si from 17.02% to 48.80% for different layered MoS2 samples from 75 layers to 7 layers
when considering the multiple reflections. (f) Temperatures of both MoS2 and c-Si can be determined simultaneously by one Raman spectrum. Here we choose the A1g mode of
MoS2 to determine its temperature. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 1
Temperature coefficient of different layered MoS2 nanosheets and c-Si under the corresponding objective lens, and interfacial thermal conductance between different layered
MoS2 and c-Si based on Raman properties of the A1g Mode.

Layer number of MoS2, objective lens Gk by Raman parameters of A1g mode (MW/m2K) Temperature coefficient cT (cm�1/K)

A1gmode E12g mode c-Si

7 L, 50 � lens 0.974 ± 0.158 �(0.0143 ± 0.0005) �(0.0146 ± 0.0004) �(0.0191 ± 0.0017)
8 L, 20 � lens 1.05 ± 0.172 �(0.0110 ± 0.0005) �(0.0111 ± 0.0004) �(0.0195 ± 0.0018)
13 L, 20 � lens 6.00 ± 1.46 �(0.0153 ± 0.0014) �(0.0158 ± 0.0008) �(0.0190 ± 0.0010)
20 L, 20 � lens 7.58 ± 1.06 �(0.0237 ± 0.0013) �(0.0299 ± 0.0019) �(0.0248 ± 0.0011)
33 L, 20 � lens 17.5 ± 3.02 �(0.0174 ± 0.0013) �(0.0221 ± 0.0275) �(0.0271 ± 0.0004)
47 L, 20 � lens 21.0 ± 3.68 �(0.0221 ± 0.0013) �(0.0275 ± 0.0015) �(0.0353 ± 0.0016)
75 L, 50 � lens 68.6 ± 9.14 �(0.0174 ± 0.0010) �(0.0194 ± 0.0012) �(0.0355 ± 0.0006)
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unit area in MoS2. This is calculated according to the TMM [40]. The
refractive index of air is 1. The refractive index and extinction co-
efficient of MoS2 are taken as 5.2 and 1.1when thewavelength (l) of
the laser beam is 532 nm [41]. The refractive index and extinction
coefficient of c-Si are 4.15 and 0.05 when l is 532 nm [24]. ks¼52
Wm�1K�1 is the in-plane thermal conductivity of MoS2 nanosheet
[42]. r is the radial position measured from the center of the laser
beam, r0 the radius of the laser beam spot, and t the MoS2 nano-
sheet thickness. In our experiment, the measured temperature rise
is Raman/laser intensity weighted average over the laser spot size
and can be expressed as

T ¼
Zr0
0

IaTdA

,Zr0
0

IadA: (2)

To reflect this weighted average temperature in above equation,
wemultiply Ia on both sides of Eq. (1), do the integral over the laser
spot area, and then divide them by

R r0
0 IadA, finally we have
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kst
Q

IaðmaxÞT1 � Ge

�
T1 � T2

�
þ
Zr0
0

I2adA

,Zr0
0

IadA ¼ 0: (3)

Here Ia(max) is the absorbed laser intensity in the center of the
laser spot. In the above integral, we take one assumption that at the
edge of the laser spot, the temperature rise is much smaller than
the average temperature rise. This is true since the sample is very
thin, the heat conduction/transfer along the thickness direction in
MoS2 is much larger than that in the in-plane direction. In the
above equation, the term

R r0
0 I2adA=

R r0
0 IadA in fact gives an equiva-

lent heat flux ðq00
eff Þ we can obtain from our laser beam distribution

and use it to evaluate Ge. Fig. 2(b) and (c) show the contour and 3D
profile of the laser beam for non-uniform laser distribution in
space. Based on the calculated effective laser energy density, we
could further evaluate the laser beam size as
Abeam ¼ ðR IadAÞ2=

R
I2adA. Using this definition, the spot size is

calculated as 35.7 mm2 for 20 � and 5.90 mm2 for 50 � . In our
experiment, q

00
eff for different laser energy levels are evaluated and

used to suppress experimental noise and determine the interfacial
thermal conductance.

As shown in Fig. 2(b) and (c), the laser intensity can be well
represented with a linear distribution from the spot center to its
edge. Therefore, we can calculate the total absorbed laser power Q
in Eq. (3) as

Q ¼
Zr0
0

2pIardr ¼
Zr0
0

IaðmaxÞ

�
1� r

r0

�
2prdr ¼ IaðmaxÞ

3
pr20 : (4)

Finally, the effective interfacial thermal conductance can be
described as

Ge ¼
3kst

��
pr20

�
$T1 þ q

00
eff

T1 � T2
: (5)

In the experiment, by using only one incident laser energy, we
can measure T1, T2 and q

00
eff , and then determine Ge. To suppress the

experimental noise, we use different incident laser energy levels,
and plot how T1 and T2 linearly vary against q

00
eff . Instead of using

their absolute value, the slope of the relation: vT1=vq
00
eff and

vT2=vq
00
eff are used to determine the effective thermal conductance

as

Ge ¼
3kst

��
pr20

�
$vT1

.
vq

00
eff þ 1

vT1
.
vq00

eff � vT2
.
vq00

eff

: (6)

The quantity vT=vq
00
eff could be experimentally obtained using

following relation:

vT
vq00

eff

¼ vu

vq00
eff

,
vu

vT
¼

q
00
eff

P
cpc

�1
T ; (7)

where cT and cp is first-order temperature coefficient and power
coefficient for the Raman shift of MoS2 and c-Si. P is the laser power
reaching the sample surface. The temperature coefficients of the
Raman shift are obtained from the separate temperature calibration
experiments. In our experiment, 8 different incident laser powers
are introduced to achieve accurate and linear power coefficients for
MoS2 and c-Si.
3.3. Evaluation of the real interfacial thermal conductance

In our experiment, as mentioned before, the measured tem-
peratures ofMoS2 and c-Si are not the ones immediately adjacent to
their interface. Rather they have the effect of the temperature
distribution in the thickness direction for both MoS2 and c-Si, and
are discussed as below.

Considering the finite thickness of MoS2, there is a temperature
gradient existing in MoS2 caused by the exponential laser energy
absorption and heat conduction in the MoS2 nanosheet. The
penetration depth of the Raman laser in MoS2 is t1¼l/(4pkMoS2). At
l ¼ 532 nm, the extinction coefficient kMoS2¼1.1 for MoS2, we have
t1¼38.5 nm. As shown in Fig. 2(e), we could describe the energy
absorbed in MoS2 nanosheets within (et, z) as
IMoS2 ðzÞ ¼ I01½1� e�ðzþtÞ=t1 � following the coordinate definition in
Fig. 2(e). In our work, since the sample is very thin, the heat con-
duction in the thickness direction is dominant over that in the in-
plane direction. Also as indicated in Fig. 2(e), the reflected laser
beam at the MoS2/c-Si interface is negligible in MoS2 in terms of
absorption from the multiple reflections calculation. As a result, the
temperature distribution within MoS2 could be expressed as
T1ðzÞ ¼ T1jz¼0 þ

R 0
�t I01=ks0 ½1� e�ðzþtÞ=t1 �dz, where I01 is the laser

intensity just entering MoS2 from the top surface [Fig. 2(e)]. ks0 is
the cross-plane thermal conductivity of MoS2 nanosheets which
has been obtained as 2 W m�1K�1[43]. Actually, the Raman-based
temperature measurement is an intensity-weighted average tem-
perature in the thickness direction. So T

0
exp ¼ R 0

�t T1
ðzÞe�ðzþtÞ=ðt1=2Þdz=

R 0
�t e

�ðzþtÞ=ðt1=2Þdz ¼ T1jz¼0 þ f1ðtÞI01. f1(t) is a
function of thickness t and given as:

f1ðtÞ ¼
t1
�� 2e�3t=t1 þ 3e�2t=t1 þ 6e�t=t1 � 7

�þ 6t
6ks0

�
1� e�2t=t1

� : (8)

The equivalent heat conduction resistance (R1) caused by the
finite thickness is

R2 ¼

Z
f1ðtÞI01IadA

	Z
IadA


3kst
��

pr20
��
$T1 þ q00

eff

¼
f1ðtÞ$q00

eff

.�
1� e�t=t1

�


3kst

��
pr20

��
$T1 þ q00

eff

: (9)

For c-Si, similar to MoS2, its measured temperature is not the
temperature immediately next to its upper surface either, but an
average temperature within the focal depth of the Raman probing
laser. The temperature distribution reflects the effects of the heat
flux from the MoS2 sheet plus the laser energy absorption in c-Si.
The temperature rise distribution induced by the heat flux from
MoS2 is linearly distributed against the thickness in the region close
to the c-Si surface. The penetration depth of the Raman laser in c-Si
is t2 ¼ l=ð4pkSiÞ. With kSi¼0.05 for silicon, we have t2¼820 nm. As
the Raman excitation laser is focused on the c-Si surface and
considering the Raman intensity weighted average for temperature
measurement, we can calculate the measured temperature of c-Si
as Texp ¼ R∞

0 T2ðzÞ$e�z=ðt2=2Þdz=
R∞
0 e�z=ðt2=2Þdz ¼ T2jz¼t2=2[24],

where z is the distance from c-Si surface as shown in Fig. 2(e). This
means the extra temperature of c-Si measured in the experiment is
equal to the value at z ¼ t2=2 ¼ 410 nm. The equivalent heat con-
duction resistance of c-Si across this distance is
R2 ¼ t2=f2kSi½3kst=ðpr20Þ$vT1=vq

00
eff þ 1�g, which we should subtract

from the measured effective thermal resistance (G�1
e ).

Finally, the laser energy transmitted fromMoS2 nanosheets to c-
Si also causes a temperature gradient in c-Si because of the laser
beam absorption in it. As shown in Fig. 2 (e), the energy absorbed in
c-Si within (0, z) could be described as IðzÞ ¼ I02ð1� e�z=t2 Þ and the
temperature distribution could be expressed as
T2ðzÞ ¼ T2jz¼0 �

R z
0 I02=kSið1� e�z=t2 Þdz. Here I02 is the laser
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intensity just entering c-Si from the interface, and is expressed as
I02ð1� e�t=t2 Þ after neglecting the weak reflection at the local
interface. Similar to MoS2, the Raman-based temperature mea-
surement in c-Si is also an intensity-weighted temperature for the
laser spot. So this effect is expressed as T

0
exp ¼ R∞

0
T2ðzÞ$e�z=ðt2=2Þdz=

R∞
0 e�z=ðt2=2Þdz ¼ T2jz¼0 � I01ð1� e�t=t1 Þt2=6kSi.

The equivalent heat conduction resistance caused by this effect is

R3 ¼

Z h
I01

�
1� e�t=t1

�
t2

.
ð6kSiÞ$Ia

i
dA

	Z
IadA

3kst
��

pr20
�
$T1 þ q00

eff

¼
q

00
eff t2

6kSi
h
3kst

��
pr20

�
$T1 þ q00

eff

i : (10)

To the end, the real interfacial thermal conductance Gk should
be:

Gk ¼
3kst

��
pr20

�
$T1 þ q

00
eff

T1
��
z¼0 � T2

��
z¼0

¼ 1
G�1
e � R1 � R2 � R3

: (11)
4. Results and discussion

4.1. Raman characterization of layered MoS2 nanosheets

For all the seven MoS2 samples, first of all, we conduct Raman
characterization under the same conditions to study the sample's
difference in terms of Raman properties. A 532 nm laser is used in
the Raman spectroscopy study. And we use a 50 � objective lens to
focus the laser light and collect the Raman signal. The samples are
excited with 3.28 mW laser power and integrated for 10 s. Fig. 3(a)
shows the strong signals from both E12g and A1g vibration modes in
ambient environment. The E12g mode is associated with in-plane
opposite vibration of two sulfur atoms with respect to the molyb-
denum atom, whereas the A1g mode is associated with the out-of-
plane vibration of only sulfur atoms in opposite directions [36]. We
observe the E12g (~383 cm�1 for thin MoS2) and A1g (~407 cm�1 for
thin MoS2) modes from curve fitting by using the Lorentzian
function. Instead of using Gaussian function, we find using Lor-
entzian function could better determine the Raman parameters of
MoS2. Fig. 3(b) depicts the Gaussian-fit Raman spectra of c-Si with
different thickness MoS2 nanosheets on its surface. The c-Si Raman
peak position at around 521 cm�1 determined from the Gaussian fit
is used as an intrinsic Raman shift for temperature determination of
the c-Si substrate. As shown in Fig. 3(c), we could observe the
thickness dependence of the Raman intensity of Raman active E12g
and A1gmodes inMoS2 nanosheets.When the sample is thicker, the
Raman signal of MoS2 is stronger and that of c-Si is weaker (inset).
For the Raman intensity of MoS2, it does not increase with the
sample thickness linearly since the laser absorption inMoS2 follows
an exponential function. The trend indicates that when the thick-
ness of MoS2 goes further, intensity saturation will be reached. For
the Raman intensity of c-Si, when the MoS2 layer is thicker, less
laser will reach the substrate to excite Raman signals. Also less
percentage of the Raman signal will have the chance to reach out
and be detected due to the fact that some Raman signal is also
absorbed by MoS2 nanosheets.

Fig. 3(d) displays the thickness dependence of Raman shift of
two Raman modes in MoS2 nanosheets. The Raman shift of E12g
mode softens while that of the A1g mode has a blue shift with the
increased layer number. These are mainly due to the fact that the
interlayer Van der Waals force in MoS2 layers becomes stronger
with increased layer number, causing the decrease of the force
constant for A1g mode and structure changes. As for the contrary
behavior in E12g mode of MoS2, it suggests that the increased
interlayer Van der Waals force may play a minor role. The stacking
induced structure change or the possible presence of additional
interlayer interactions such as the long-range Coulomb interlayer
interactions in layered MoS2 nanosheets may dominate the change
of atomic vibration. We also plot the Raman shift difference
[(Du ¼ uðA1gÞ � uðE12gÞ, in cm�1 unit] as a function of the layer
number. The result is shown in Fig. 3(d). We can find that this
difference increases with the layer number of MoS2. In the past, the
Raman shift difference has been found to be a convenient diag-
nostic of the layer thickness of MoS2 nanosheets. Our result is
consistent with results and predictions of Lee et al.’s work:
Du¼ 25 cm�1 is for about 7 layers and Du increases with increasing
sample thickness [44].

4.2. Interfacial thermal conductance characterization

In our interfacial thermal conductance experiments, for each
sample, 8 room-temperature Raman spectra are collected at the
laser power ranging from 2.61 to 12.12 mW. This heating power
variation is designed to study the Raman spectrum change under
the heating and to significantly suppress the noise. Fig. 4(a) shows
the five representative Raman spectra and their corresponding
Lorentizian fits collected from theMoS2 sample of 4.2 nm thickness.
As the laser power increases, the Raman wave number of both E12g
and A1g modes shift to left (red-shift). These changes indicate the
local temperature of the sample surface goes higher under a higher
laser power. The Raman shift for the two vibration modes as a
function of incident laser power are plotted in Fig. 4(c). In our
specified laser power range, it is observed that the Raman shift
linearly depends on the laser power by
Du ¼ uðP2Þ � uðP1Þ ¼ cPðP2 � P1Þ ¼ cPDT . cP is the first-order laser
power coefficient for MoS2 vibration mode and P is the laser power.
The fitted cP for E12g and A1g modes are quite close, ‒(0.182 ± 0.010)
cm�1/mW and ‒(0.192 ± 0.012) cm�1/mW, respectively.

We also calibrate the temperature coefficients of MoS2 and c-Si
Raman spectra to determine the local temperature during the
interfacial thermal conductance experiment. This calibration is
conducted for each sample considering the possible sample-to-
sample difference. In the calibration experiments, the MoS2/c-Si
sample is placed on a heated stage and the sample's temperature is
controlled by a voltage transformer that powers the heater, and
monitored by a thermocouple. Raman spectra of bothMoS2 and c-Si
are collected after the sample's temperature reaches a stable
reading. Fig. 4(b) shows four representative Raman spectra and
their corresponding Lorentzian fits with the temperature ranging
from 310 to 415 K. The Raman shift of both E12g and A1g modes
decreases against increased temperature. Fig. 4(d) shows the
temperature coefficients of the Lorentzian-fit Raman peaks from
292 to 415 K for both E12g and A1g modes. At higher temperatures, all
layers expandwith the same rate leading to a nearly linear decrease
of the Raman shift for both E12g and A1g modes. So that we could
describe the Raman peak position as a function of temperature
Du ¼ uðT2Þ � uðT1Þ ¼ cT ðT2 � T1Þ ¼ cTDT .cT is the first-order
temperature coefficient for MoS2 vibration modes and T is tem-
perature. Here, we do not consider the higher order temperature
coefficients because these terms are significant only at high tem-
perature about 570 K and above [42,45]. In our experiment, the
MoS2/c-Si samples are firmly placed on the 3D nanostage and the
same point of each sample is measured during temperature cali-
bration and interfacial thermal conductance experiment. This
treatment eliminates possible location-to-location structure vari-
ation and temperature coefficient variation.



Fig. 3. Raman characterizations of seven MoS2 nanosheet samples. A 532 nm laser is used to examine the thickness-dependence of the MoS2 Raman spectra. (a) The Lorentzian-fit
Raman spectra of 7 layers to 75 layers (7 L-75 L) MoS2 nanosheets taken with a 50 � objective lens. The samples are excited with 3.28 mW laser power and integrated for 10 s. (b)
The Gaussian-fit Raman spectra of c-Si with different layered MoS2 nanosheets recorded simultaneously with those shown in (a). The Raman spectra are shifted vertically to
distinguish them in these two figures. (c) Thickness dependence of the Raman signal intensity of Raman active E12g (in-plane) and A1g (out-of-plane) modes in MoS2 nanosheets. The
inset shows that when the sample is thicker, the Raman signal of c-Si is weaker. (d) Thickness dependence of Raman shift of two Raman modes in MoS2 nanosheets (left vertical
axis) and their difference (right vertical axis). The two modes shift away from each other with increasing thickness. The inset shows the results and predictions based on Lee et al.'s
work [44].
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The observed linear evolution of the Raman peak position with
temperature is actually a manifestation of the anharmonic terms in
the lattice potential energy which is determined by the phonon
occupation number, the anharmonic potential energy, and the
thermal expansion of the crystal. That is, the temperature effects
could be approximately attributed to two factors: energy shift of
the lattice due to the anharmonic phonon-phonon interactions and
the shift contribution caused by the thermal expansion of the
crystal. As the lattice expands or contracts because of temperature
change, the equilibrium positions of atoms are displaced and
consequently the interatomic forces change. This modifies the
phonon vibrational frequencies shown in the form of the Raman
spectra [46]. In our work, the temperature coefficients difference of
vibrationmode E12g and A1g shown in Fig. 5(a) as red and blue curves
are just an indication of the different anharmonic coupling of the
phonon modes. Because we prepare all the MoS2 nanosheets
samples by mechanical exfoliation, it is highly possible that wrin-
kles and/or ripples are introduced to the nanosheets which could
result stress/strain in the nanosheets. Additionally, the MoS2
nanosheets on c-Si substrate could be more affected by the changes
in the nanosheets morphology such as wrinkles and ripples when
temperature increases. This is mainly caused by the thermal
expansion coefficient difference between MoS2 and c-Si. All these
combine together to result in different temperature coefficients
among MoS2 samples as shown in Fig. 5(a) and Table 1.
Based on the first-order temperature coefficient cT and the po-

wer coefficient cP for MoS2, we could extract the interfacial thermal
resistance/conductance between MoS2 and c-Si as shown in
Fig. 5(b), (c), and (d). From Fig. 5(b, c), we can find that the three
temperature correction equivalent thermal resistances together
have bigger effects on interfacial thermal resistance (G�1

k ) when the
sample is thicker. R2 is roughly a constant. R3 approaches zerowhile
R1 becomes larger for thicker samples. And the equivalent heat
conduction resistance (R1) caused by the finite thickness of MoS2
affects G�1

k most. By subtracting all those three equivalent thermal
resistances, we get that G�1

k decreases by about two orders of
magnitude with increasing layer numbers of MoS2 based on the
Raman parameters of both E12g and A1g vibration modes. From
Fig. 5(d), Gk obtained from E12g and A1g vibration modes are very
close and follow the similar trend. Since the E12g mode would be
more affected by the interaction between the nanosheets and the
substrate than the A1gmode [45], we choose the A1gmode results to
evaluate the interfacial thermal conductance and elaborate the
discussion. The uncertainty of our results mainly comes from the
linear fit of the temperature coefficients as shown in Table 1. The
real interfacial thermal conductance at room temperature increases
with increased layer number of MoS2 from around
0.974 MWm�2K�1 to 68.6 MWm�2K�1. The thermal conductance



Fig. 4. The Lorentzian-fit Raman spectra of MoS2 nanosheets. The sample with a thickness of 4.2 nm is used as example to illustrate the micro-Raman interfacial thermal
conductance experiment and Raman temperature calibration results. (a) The Raman spectra of MoS2 under increased excitation laser power in ambient environment. Spectra are
shifted vertically to distinguish them. (b) The Raman spectra of MoS2 collected at 310, 350, 375 and 415 K during Raman temperature coefficient calibration. (c) The Raman shift for
A1g (red circle) and E12g (blue square) modes as a function of laser power during interfacial thermal conductance experiment. Fitting results (solid lines) for linear power coefficients
cP are shown in the figure. (d) The Raman shift for A1g (red circle) and E12g (blue square) modes as a function of temperature in calibration experiment. Fitting results (solid lines) for
linear temperature coefficients cT are shown in the figure. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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increases by 70 times. They are almost on the same order of
magnitude as the interfacial thermal conductance of monolayer
graphene supported on SiO2 [(28 þ 16/e9.2) MW/m2K] [33]. The
interfacial thermal conductance of MoS2 monolayer supported on
SiO2/Si substrates was found to vary from 1.94MWm�2K�1 at 300 K
to 1.25 MWm�2K�1 at 450 K [36]. This result is quite close to the
interfacial thermal conductance we report here for the thin MoS2
nanosheet (7 and 8 layers). The values are also similar to those
reported for different metal-insulator interfaces which lies be-
tween 30 MWm�2K�1 and 110 MWm�2K�1. The results deviation
presumably reflects the relatively poor nature of interface prepared
by the mechanical exfoliation process. The fact that thicker samples
having a higher Gk in our work indicates their better surface contact
with the substrate, leading to accordingly improved interfacial
energy coupling. As we discussed before, the wrinkles and/or rip-
ples could be introduced to the nanosheets during the mechanical
exfoliation process. And the thinner MoS2 nanosheet samples are
softer and more likely to get folded and corrugated. For example, as
shown in Fig. 1(f), there is a folded area just at the bottom the
sample. All these mechanical-folding type defects could definitely
decrease the interface thermal conductance. Tang et al.'s MD
simulation results show that the thermal conductance at the
graphene-Si interface will decrease by 3 orders of magnitude when
the spacing or separation between them increases by just about
0.3 nm [24]. The intrinsic value of the MoS2/c-Si interfacial thermal
conductance could be higher as shown in our molecular dynamics
simulation discussed later in this work.
4.3. Variation of Ge against layer number: interpretation from
interface structure

To further interpret our above interfacial thermal conductance
results, we perform the following Raman intensity enhancement
study to reveal the interface structure. If there is a tiny spacing
between MoS2 and c-Si at the interface, the local thermal conduc-
tance will reduce significantly. At the same time, the tiny spacing
will give rise of Raman intensity. So in this section we study the
Raman intensity of the MoS2 sample against its thickness, in
anticipation to uncover the local interface spacing information. The
multiple reflection of the incident laser beam and Raman signal
within a supported film and the spacing between it and the sub-
strate has been studied in previous work [47,48]. The net absorption
factor (Fab) is given by



Fig. 5. (a) The temperature coefficients of the two MoS2 vibration modes and c-Si for different layered MoS2 samples. Thermal resistances R1, R2, and R3 are compared with G�1
e and

G�1
k obtained from the Raman parameters of MoS2E12g mode (b) and A1g mode (c). (d) Interfacial thermal conductance between different layered MoS2 and c-Si based on Raman

properties of both E12g and A1g mode.
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Fab ¼ t1

�
1þ r2r3e�2ib2

�
e�ibx þ

�
r2 þ r3e�2ib2

�
e�iðb1�bxÞ

1þ r2r3e�2ib2 þ �
r2 þ r3e�2ib2

�
r1e�2ib1

; (12)

where t1 ¼ 2n0=ðn0 þ ~n1Þ, r1 ¼ ðn0 � ~n1Þ=ðn0 þ ~n1Þ,
r2 ¼ ð~n1 � ~n2Þ=ð~n1 þ ~n2Þ, and r3 ¼ ð~n2 � ~n3Þ=ð~n2 þ ~n3Þ are Fresnel
transmittance and reflection coefficients for the interface involving
air (0), MoS2 nanosheets (1), air (2), and Si (3). n0, ~n1, ~n2 and ~n3 are
the refractive indices for air, MoS2 nanosheets, air, and c-Si,
respectively.bx ¼ 2px~n1=l, b1 ¼ 2pd1~n1=l and b2 ¼ 2pd2~n2=l,
where x is the depth of the point where interaction occurs, l is the
wavelength of incident laser, d1 and d2 are the thickness of MoS2
nanosheets and c-Si, respectively. First of all, we assume there is no
air between MoS2 nanosheets and the c-Si substrate. The Raman
intensity variation with the MoS2 thickness will be compared with
the experimental results to evaluate whether there is an interface
spacing.

The net scattering factor (Fsc) is given by

Fsc ¼ t
0
1

�
1þ r2r3e�2ib2

�
e�ibx þ

�
r2 þ r3e�2ib2

�
e�iðb1�bxÞ

1þ r2r3e�2ib2 þ �
r2 þ r3e�2ib2

�
r1e�2ib1

; (13)
where t
0
1 ¼ 2~n1=ðn0 þ ~n1Þ and l is the wavelength of the A1g mode

of MoS2. Then the theoretical Raman intensity (F) is given as

F ¼
Zd1

0

jFabFscj2dx; (14)

In the calculation, the refractive index of MoS2 nanosheets is
5.2e1.1i. The refractive indices of c-Si are 4.15 þ 0.05i and
3.99 þ 0.33i for incident laser and Raman scattering, respectively.

Fig. 6(a) shows the comparison of the experiment Raman peak
intensity trend of MoS2 A1g mode and the theoretic Raman in-
tensity F for our seven MoS2 nanosheets samples. In the figure, we
assume that there is no spacing for 75-layer MoS2 sample for the
theoretical Raman intensity calculation. The deviation of the
calculation results and our experiment results uncovers the spacing
existence for other six MoS2 samples, especially for the thicker
ones, 33 and 48-layer MoS2. Compared with the theoretical calcu-
lation, Fig. 6(a) shows that when the MoS2 becomes thinner, the
experimental Raman intensity is much higher than the case
without interface spacing. This strongly proves the existence of
spacing between MoS2 and c-Si. The spacing between the sample
and its substrate will dramatically weaken the interatomic forces



Fig. 6. (a) The comparison of the experiment Raman peak intensity trend of MoS2A1g mode and the theoretical Raman intensity F for our seven MoS2 nanosheets samples. (b)
Theoretical Raman intensity F as a function of the air layer thickness. For this case, the number of layers of MoS2 takes 75.
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between them. This will lower the thermal energy coupling be-
tween the MoS2 and c-Si system. Eventually, the spacing will result
in a much lower interfacial thermal conductance. To demonstrate
how the interface spacing can change the Raman intensity, we take
the 75-layer (45 nm) MoS2 as an example to calculate how much
the Raman intensity will change when the spacing thickness
changes. This result is shown in Fig. 6(b). This possible loose contact
could also result in the different temperature coefficients for
different layered MoS2 samples as shown in Fig. 5(a). Additionally,
with the laser heating of the sample, imperfect contact between
thick MoS2 nanosheets and c-Si interface could more likely trans-
form into relatively well smooth contact, leading to more effec-
tively heat transfer.
5. Physics interpretation based on molecular dynamics
simulations

To help better interpret the experimental results, molecular
dynamics (MD) simulations are conducted to study the MoS2/c-Si
interfacial thermal conductance. The inset of Fig. 7(a) shows the
physical domain construction for a MoS2 nanosheet sample placed
above a silicon bulk. There are nine layers of MoS2 and it measures
17.7 � 3.8 � 5.2 nm3. The silicon bulk measures
22.3 � 5.8 � 5.3 nm3. Varshney et al. [49] have studied the force
field of MoS2 systematically. Following their work, we create an
orthorhombic unit cell based on the original non-orthorhombic
structure of MoS2. This transformation does not change any
modeling dynamics for its constituent atomic entities [49].

The set 8 of the force field parameter in the work of Varshney
et al. [49] is used in this simulation. The bond interaction of Mo and
S is described by theMorse interaction. The angle component of the
force field is described by harmonic style. The non-bonded
component of the force field is described by the Lennard-Jones
(12-6) potential. The partial electrostatic charge of Mo is 0.76 and
of S is �0.38 in the unit of one electron charge. Standard Ewald
summation is employed to take care of the long-range Coulombic
interaction. Table 2 shows the details of the force filed parameters
for MoS2. All simulations here were performed using LAMMPS
molecular dynamics package from Sandia National Laboratories
[50].

Since the interaction between theMoS2 and c-Si is weak, the van
der Waals force and Lennard-Jones (12-6) potential are employed
to describe the interaction. Similar method has been used for
interface interaction of other materials [28,51e53]. According to
the universal force field [54], the parameters of the Lennard-Jones
potential are: sS�Si¼3.71Å, sMo�Si¼3.27Å, εS�Si¼0.0143 eV,
εMo�Si¼0.0065 eV. The initial distance of MoS2 and c-Si is set to be
3.54 Å. Periodic boundary condition is applied to the x and y (in-
plane) directions and free boundary condition for the z (out-of-
plane) direction. The conjugate gradient method is used for the
initial minimization. The distance betweenMoS2 and c-Si is 2.5 Å at
equilibrium. Afterwards, MoS2 is irradiated by a short thermal pulse
of q ¼ 3.6 � 10�3 W for 50 fs.

Because of the thermal pulse, the temperature of MoS2 has an
abrupt increase in the beginning. Then heat would be transported
from MoS2 nanosheets to c-Si. The temperature of MoS2 decreases
while the temperature of c-Si increases. Fig. 7(a) shows the tem-
perature evolution of MoS2 and c-Si for a 7-layered MoS2 sheet. To
precisely determine the interface thermal conductance, the top 4
layers of c-Si bulk are chosen for the temperature calculation, and
the bottom 2 layers of MoS2 are used for its temperature calcula-
tion. The interfacial thermal conductance is calculated as

G ¼ � n� Cp � vT=vth
T jMoS2 � T jSi

i
� A

; (15)

where vT/vt is the temperature changing rate of MoS2. Τ jMoS2 is the
bottom temperature of MoS2, and Τ jSi is the surface temperature of
c-Si. A is the contact area of MoS2 and c-Si. n is the number of mole
and Cp is heat capacity of the MoS2 nanosheet. In our calculation,
the average temperature of MoS2 is first fitted with an exponential
function first, then vT/vt is calculated based on the fitted expo-
nential function. For ΤjMoS2 and ΤjSi , instead of using the raw data in
Eq. (15), we first fit them using an exponential function, as shown in
Fig. 7(a), and then use the fitted data for interface thermal
conductance calculation. All these treatments are intended to
reduce the statistical noise in the MD raw data.

Fig. 7(b) shows the interfacial thermal conductance deter-
mined from Eq. (15). The calculated G changes during thermal
relaxation due to change of the energy coupling of the interface.
The interface thermal conductance is roughly proportional to the
interface materials phonon specific heat and the phonon



Fig. 7. (a) Temperature of c-Si and MoS2 of 7 layers during the thermal relaxation in MD simulation. The red curve shows the fitting of MoS2 temperature:
T¼392þ119�exp(�6.08�10�3�t). The blue curve shows the fitting of c-Si surface temperature. The top 4 layers of c-Si bulk are chosen for the temperature calculation. The fitting
result is T¼370�66.8�exp(�5.65�10�3�t). The inset shows the MD simulation Model configuration. MoS2 is placed above c-Si which is of the size 22.3 � 5.8 � 5.3 nm3. The size of
MoS2 is 17.7 � 3.8 � 5.2 nm3. (b) Interfacial thermal conductance changes with the time for three MD cases: 7L, 8L, and 13L. Time 0 indicates the end time of laser irradiation. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 2
The force field parameters of MoS2. The bond interaction between Mo and S is described by the Morse interaction. The angle component of
the force field is described by harmonic style. The non-bonded component of the force field is described by the Lennard-Jones (12-6)
potential. The metal unit is adopted in LAMMPS. Å is for distance and eV is for energy.

Parameters Potential Coefficients

Bond (Mo-S) Morse interaction D0 ¼ 19.945, a ¼ 0.858, r0 ¼ 2.39
Angle (Mo-S-Mo) Harmonic style K ¼ 2.5163, q0 ¼ 82
Angle (S-Mo-S) Harmonic style K ¼ 2.5163, q0 ¼ 82
Non-bonded (Mo-Mo) Lennard-Jones (12-6) ε ¼ 0.8382, s ¼ 2.551
Non-bonded (S-S) Lennard-Jones (12-6) ε ¼ 0.0606, s ¼ 3.3695
Non-bonded (Mo-S) Lennard-Jones (12-6) ε ¼ 0.0339, s ¼ 2.9318
Equation for Morse interaction: E ¼ D0½e�2aðr�r0Þ � 2e�aðr�r0Þ�;
Equation for Harmonic interaction: E ¼ Κðq� q0Þ2:
Equation for Lennard-Jones (12-6): E ¼ 4ε½ðs=rÞ12 � ðs=rÞ6�:

P. Yuan et al. / Acta Materialia 122 (2017) 152e165 163
transmission [55]. During thermal relaxation, although the c-Si
surface temperature increases a little bit, MoS2 bottom temper-
ature reduces more. Therefore, the interface material phonon
specific heat goes down, leading to decreased G. More detailed
explanation about the temperature effect on interface thermal
conductance can be found in our recent work [55]. The thermal
conductance is different for these three different cases. Generally
speaking, we can conclude that when the material is thicker, the
interface thermal conductance is higher. This trend agrees well
with our experimental observation. In our MD simulation, we
have tried thinner MoS2 nanosheets, but found they are vulner-
able to tiny stress in the material, and intend to warp. So the
increased mechanical stiffness of thicker samples will help form a
better contact with the c-Si substrate, leading to increased
interface thermal conductance. Based on the results shown in
Fig. 7(b), we could get the interfacial thermal conductance around
56.6, 62.0, and 74.1 MWm�2 K�1 for 7L, 8L, and 13L respectively.
These are higher than the experiment result (Table 1) of respec-
tively layered MoS2. This reveals the imperfect contact of MoS2
and c-Si in our experiments samples. The upper bound of our
experimentally measured G is 68.6 ± 9.14 MWm�2K�1, very close
to the MD simulation result.
6. Conclusion

In this work, we measured the interfacial thermal conductance
(G) between few to tens of layered MoS2 and c-Si substrate. It was
found G increased with increasing layers of MoS2 from approxi-
mately 0.974 MWm�2K�1 for 7 layers to 68.6 MWm�2K�1 for
around 75 layers at room temperature. This close-to-two order of
magnitude change in G reflected the interface spacing change
versus the MoS2 thickness. To better identify the morphology of
MoS2/c-Si interface, the interference enhancement of Raman signal
of MoS2 nanosheets was studied to confirm the spacing variation.
The experimental Raman intensity was significantly higher than
that of tight MoS2-Si contact, uncovering the strong interface op-
tical interference and the local spacing. To further understand the
experimental results, we have conducted MD simulations to
calculate the interface thermal conductance between MoS2 and c-
Si. It showed that thicker samples have a higher G, similar to the
experimental observation. This could be explained by the improved
mechanical stiffness of thicker samples and the resulting better
interface contact. For the all the three samples under study (7, 8,
and 13 layered), their G shows a decreasing trend against the local
temperature. This was explained by the reduced phonon specific
heat against decreased temperature. The calculated G agreed well
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with the upper bound G observed in our experiment, indicating
when MoS2 is thick (tens of nm), the local interface is close to the
ideal scenario determined by local van der Waals bonding. Future
work on thickness control of the sample will be conducted to
investigate interface thermal conductance variation for each
thickness level of the sample.
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