
Conductive Thin Films
Thermal and Electrical Conduction in Ultrathin Metallic 
Films: 7 nm down to Sub-Nanometer Thickness

  Huan   Lin  ,     Shen   Xu  ,     Xinwei   Wang  ,   *      and   Ning   Mei  
 For ultrathin metallic fi lms (e.g., less than 5 nm), no knowledge is yet available on how 
electron scattering at surface and grain boundaries reduces the electrical and thermal 
transport. The thermal and electrical conduction of metallic fi lms is characterized 
down to 0.6 nm average thickness. The electrical and thermal conductivities of 0.6 nm 
Ir fi lm are reduced by 82% and 50% from the respective bulk values. The Lorenz 
number is measured as 7.08  ×  10  − 8  W  Ω  K  − 2 , almost a twofold increase of the bulk 
value. The Mayadas-Shatzkes model is used to interpret the experimental results and 
reveals very strong electron refl ection ( > 90%) at grain boundaries. 
  1. Introduction 

 Metallic thin fi lms are widely used as interconnects in the 

semiconductor industries so the thermal and electrical prop-

erties of metallic thin-fi lm structures have attracted con-

siderable attention. In particular, the electrical-transport 

properties of nanometer-thick metallic fi lms have been inves-

tigated intensively in recent years. [  1  ,  2  ]  In contrast to the exten-

sive studies of electrical transport, only a few experimental 

investigations of in-plane thermal conductivity of nanometer-

thick metallic fi lms have been reported, [  3–6  ]  in part because 

the thermal transport in nanometer-thick metallic fi lms in 

the in-plane direction is very diffi cult to characterize, espe-

cially for fi lm thicknesses of less than 5 nm. When the size 

of a metal interconnect is comparable to the electron mean 

free path, electron transport is dominated by scattering at the 

metal–dielectric interface, which can reduce the electrical and 

thermal conductivities to less than half of the bulk value. [  7–11  ]  

Several experimental studies investigated either the thermal 
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conductivity or the electrical conductivity and used the elec-

trical–thermal analogy to determine the other value. [  12  ]  For 

bulk materials we can use the Wiedemann-Franz (WF) law 

to calculate the thermal conductivity, by using an analogy 

approach between charge transport and heat transport. How-

ever, the WF law has not been validated for special metals, 

such as nanocrystalline fi lms, and the Lorenz numbers of 

nanofi lms are very different from their corresponding bulk 

values. [  4  ,  13–16  ]  Yoneoka et al. [  3  ]  measured the average Lorenz 

number to be 3.82  ×  10  − 8 , 2.79  ×  10  − 8 , and 2.99  ×  10  − 8  W  Ω  K  − 2  

for 7.3-, 9.8-, and 12.1-nm Pt fi lms, respectively. Experimental 

results of Zhang and co-workers [  16  ,  17  ]  showed that the Lorenz 

numbers are around 7.0  ×  10  − 8  and 5.0  ×  10  − 8  W  Ω  K  − 2  for 

21–37-nm and 53-nm thick polycrystalline Au fi lms, respec-

tively. Zhang and co-workers [  4  ,  5  ,  17  ]  found that the Lorenz 

numbers for 15-, 28-, and 48-nm Pt nanofi lms are several 

times larger than the bulk value. Calculations by Ou et al. [  18  ]  

revealed that the Lorenz number of a 180-nm nickel nanowire 

is a little higher than the bulk value. It should be pointed out 

that for very thin fi lms, 5 nm or thinner, no research has been 

done on the heat conduction and Lorenz number, while such 

research is very critical to understand the role of electrons 

in thermal and electrical conduction with strong interface 

scattering. 

 In this work we develop a robust and advanced tech-

nique to characterize the thermal and electrical transport in 

nano scale metallic fi lms simultaneously and characterize the 

Lorenz number more precisely. We study the electrical and 

thermal conductivities of polycrystalline iridium (Ir) fi lms with 

an average thickness of 0.6–7 nm. The experimental results are 

interpreted using Mayadas and Shatzkes (MS) theory [  19  ,  20  ]  to 

understand the electron scattering at the grain boundary.   
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     Figure  1 .     a) Schematic of the cross-section of glass fi ber coated with different layers of nanometer fi lms. Different colors on the glass fi ber represent 
different layers of the metallic fi lm. By fi tting the TET state of the same glass fi ber with different numbers of metallic coating layers we can determine 
their effective thermal diffusivities. These data such as resistance, number of metallic coating layers, and effective thermal diffusivity in all the TET 
experiments can be used to determine the Lorenz number, thermal conductivity, and electrical conductivity of the metallic fi lm layer. b) Schematic 
of the experimental principle and the step current provided for the TET technique. c) Methodology to determine the thermophysical properties 
based on the experimental  V–  t  profi le (not to scale). d) Profi le of the fi lm thickness, and defi nition of thickness   δ   max  and   δ   θ   .  
 2. Results 

 In this work, a differential technology is developed to achieve 

novel capacity of thermal diffusivity/conductivity measure-

ment for ultrathin metallic fi lms. In this method, as shown in 

 Figure    1  a, a low-dimensional and low thermal conductivity 

material (micro-glass fi ber in this work) is used as the sup-

port for the ultrathin metallic fi lm. First of all, the glass fi ber 

is coated with one metallic fi lm/layer of thickness   δ   1 , and the 

effective thermal diffusivity of the glass fi ber–metallic fi lm 

system (in the axial direction) is measured as   α   eff,1 . Then the 

same sample is coated with a second metallic layer of thick-

ness   δ   2 , and the sample’s thermal diffusivity is measured again 

as   α   eff,2 . The differential/incremental of the thermal diffusivity 

induced by the second metallic layer is  Δ   α   eff   =    α   eff,1  −   α   eff,2 . 

This thermal diffusivity differential is directly related to the 

thermal conductivity of the second metallic layer of thickness 

  δ   2 , and other parameters of the sample, like the glass fi ber’s 

diameter, thermal conductivity, and   ρ c p   (the effective density 
2586 www.small-journal.com © 2013 Wiley-VCH 
and specifi c heat of the glass fi ber). A physical model is 

developed in this work to determine the thermal conductivity 

of the metallic layer based on  Δ   α   eff . For thermal characteri-

zation of a one-dimensional material, in our technology the 

material has to be electrically conductive. Therefore, we need 

to coat the glass fi ber with the fi rst metallic layer of thickness 

  δ   1  to achieve the measurement. Theoretically, to measure the 

thermal conductivity of the second metallic layer of thick-

ness   δ   2 , we need to coat only one second layer (  δ   2  thickness) 

and do the measurement for   α   eff,2 . To improve measurement 

accuracy and signifi cantly suppress experimental uncertainty, 

we will repeat the addition of a metallic layer of thickness 

  δ   2  and measure the corresponding thermal diffusivity   α   eff,   n .  
Finally, we will establish a relationship between   α   eff ,n   and the 

number ( n ) of the metallic layer (  δ   2  thickness). Then based 

on the theoretical model, the thermal conductivity of a single 

metallic layer of thickness   δ   2  can be determined precisely. 

Also determined at the same time are the Lorenz number 

( L  Lorenz ) and electrical conductivity (  σ  ) of a single metallic 
Verlag GmbH & Co. KGaA, Weinheim small 2013, 9, No. 15, 2585–2594
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layer of thickness   δ   2 . In the methodology, the fi rst metallic 

layer (  δ   1  thickness) is intended to make the sample electri-

cally conductive, so its thickness can be the same or different 

from   δ   2 . When measuring very thin metallic layers (  δ   2  is only 

a few nanometers or thinner), the fi rst layer of thickness   δ   1  
also plays a role to ensure electrical stability of the sample. 

In this situation,   δ   1  usually is much thicker than   δ   2 . During 

each round of experiment, a layer of the same thickness   δ   2  is 

deposited on top of the previous one. Since each deposited 

fi lm layer has the same thickness and is under the exact same 

conditions during deposition, it is physically reasonable to 

assume they have the same electrical and thermal conductivi-

ties and   ρ c p  . This assumption will be validated and discussed 

later based on the measurement results.  

 The transient electro-thermal (TET) technique [  21  ]  devel-

oped in our laboratory is used in this work to measure the 

thermal diffusivity of the metallic-layer-covered micro-glass 

fi ber. A schematic of the TET technology is presented in 

Figure  1 b. The to-be-measured wire is suspended between 

two aluminum electrodes, and housed in a vacuum chamber. 

During thermal characterization, a step DC current is fed 

through the wire to generate electric heat, and the step DC 

current is also used to probe the temperature evolution of 

the sample. A typical  V–  t  profi le recorded by the oscilloscope 

is shown in Figure  1 c. After the normalized temperature rise 

( T   ∗   exp  ) of the sample is obtained experimentally, different 

trial values of thermal diffusivity of the sample (  α  ) are used 

to calculate the theoretical temperature rise based on the 

physical model and to fi t the experimental results ( T   ∗   exp  ). The 

value giving the best fi t of  T *   exp   is taken as the thermal dif-

fusivity of the sample. Details of the measurement principle 

and capacity are given in the Experimental Section. 

 The measured thermal diffusivity (  α   eff ) is an effective value 

combining both effects of the glass fi ber and metallic coating. 

The thermal transport effect caused by the coated layer can be 

described using the Lorenz number without increasing uncer-

tainty. If there is only one metallic layer on top of the glass 

fi ber, the measured effective thermal diffusivity is related to the 

thermal transport in the glass wire and metallic coating as [  21  ]  

  α   eff   =    α   w   +   L  Lorenz  TL /( RA  w   ρ c p  ), where  L  Lorenz  is the Lorenz 

number,  A  w  the cross-sectional area of bare wire, and   α   w  the 

real thermal diffusivity of the glass fi ber itself.  T  and  R  are 

average temperature and resistance of the glass fi ber during 

the TET experiment.   ρ   and  c p   are the effective density and 

specifi c heat of the glass fi ber. Herein, we will use this relation 

to determine the Lorenz number of metallic fi lms. Details are 

given in the case studies for multilayer metallic fi lms below. 

 The glass fi ber’s diameter and density are determined to 

be 9.17  ±  0.54  μ m and 2070  ±  121 kg m  − 3 . Herein, the thermal 

and electrical conduction in ultrathin Ir fi lms are studied. The 

thicknesses   δ   max  (shown in Figure  1 d) of the Ir fi lms are 1, 

2.8, 7.7, 10, and 11 nm. Selection of the metallic fi lms is based 

on the availability of the coating machines accessible to our 

laboratory, not limited by the measurement technique itself. 

Ultrathin metallic fi lms of other materials can also be studied 

and such study will be carried out in the near future. The pro-

fi le of the metallic layers on the glass fi ber is illustrated in 

Figure  1 d. Details about fi lm deposition and thickness meas-

urement are given in the Experimental Section.  
© 2013 Wiley-VCH Verlag Gmbsmall 2013, 9, No. 15, 2585–2594
 2.1. Thermal and Electrical Conduction in   δ   ave   =  6.4-nm Thick 
Ir Film 

 During this Ir coating deposition, the quartz crystal microbal-

ance gives a reading of 10 nm, meaning   δ   max   =  10 nm for the 

fi lm on the glass fi ber, and the corresponding   δ   ave  is 6.4 nm. 

First we coat one glass fi ber (401  μ m long) with   δ   max   =  10 nm 

Ir and do the TET experiment. After that we add another 

  δ   max   =  10 nm Ir layer on the same glass fi ber and repeat 

the TET experiment. In all, we do the TET experiment fi ve 

times with the same glass fi ber coated with   δ   max   =  10 nm Ir 

layers. Five different effective thermal diffusivity values are 

obtained. The upper left inset in  Figure    2  a shows the normal-

ized temperature rise with the theoretical fi tting to determine 

the effective thermal diffusivity of the sample. From this 

inset, we can see that with fi ve Ir layers, the normalized tem-

perature of the sample goes up faster than that with single 

Ir layer, meaning that the effective thermal diffusivity of 

the glass fi ber with fi ve Ir layers is bigger than that with a 

single Ir layer. By fi tting, the effective thermal diffusivities 

are determined to be 9.28  ×  10  − 7  and 7.14  ×  10  − 7  m 2  s  − 1  for the 

same glass fi ber with fi ve Ir layers and just one Ir layer.  

 After fi ve repeats of the TET experiment, we get fi ve dif-

ferent measured thermal diffusivities varying with the inverse 

of electrical resistance. It can be seen from   α   eff   =    α    +   L  Lorenz  TL /

( RA  w   ρ c p  ) that the effective thermal diffusivity (  α   eff ) changes 

with the inverse of resistance ( R   − 1 ) linearly and the slope of 

the fi tting line is  L  Lorenz  TL / A w  ρ c p  . Figure  2 a shows the linear 

fi t of effective thermal diffusivity change against  R   − 1 . The 

measured thermal diffusivity (  α   eff ) is an effective value that 

combines effects of both the glass fi ber and the Ir coating. By 

linear fi tting of data points and extending the fi tting line to 

the  y  axis we can get an intersection point between the  y  axis 

and the fi tting line as shown in Figure  2 a. The value of this 

point is 6.35  ×  10  − 7  m 2  s  − 1 , which is the real thermal diffusivity 

of the glass fi ber because at this point ( R   − 1  →  ∞ ) there is no Ir 

coating. The thermal conductivity of the glass fi ber is calcu-

lated as 0.98 W m  − 1  K  − 1  according to the expression of thermal 

diffusivity,   α    =   k /  ρ c p  . The glass fi ber measured in this work 

has a lower density (2070 kg m  − 3 ) than that (2220 kg m  − 3 ) [  22  ]  

of bulk glass, a fact that is largely attributed to defects (e.g., 

cavities) induced during fi ber spinning. We could not fi nd a 

reported value for thermal conductivity of single micron-

thick glass fi bers for comparison, so bulk glass is used here 

for approximate comparison and discussion. From Maxwell’s 

equation for the effective thermal conductivity of the mix-

ture,  k  e / k  f   =  1  +  3(  ξ  -1)  ϕ  /[(  ξ   + 2)-(  ξ  -1)  ϕ  ], [  23  ]  where   ξ   is the ratio 

of thermal conductivity of air to that of bulk glass,  k  f  is the 

thermal conductivity of bulk glass (1.38 W m  − 1  K  − 1 ), and   ϕ    =  

1–2070/2220  =  6.76%,  k  e  is calculated at 1.24 W m  − 1  K  − 1 . This 

value only considers the effect of air cavity in the glass fi ber. 

Since the glass fi ber is very thin ( < 10  μ m), and the porosity 

level is low (6.76%), it is highly possible that the air cavi-

ties in the fi ber could be very fi ne, maybe on the nanometer 

scale. Such extremely small cavities will give extra phonon 

scattering in the glass fi ber, leading to further thermal con-

ductivity reduction. The above comparison is based on the 

thermal conductivity of bulk glass (fused silica). Glass fi bers 

are fabricated using a different process from the bulk glass, 
2587www.small-journal.comH & Co. KGaA, Weinheim
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     Figure  2 .     a) Variation of the effective thermal diffusivity of an Ir-coated 
glass fi ber (401  μ m long) against the inverse of the electrical resistance 
for 6.4-nm Ir layers coated on the glass fi ber. The solid line is a linear fi t 
of the fi ve data points. The upper left inset is a comparison between the 
theoretical fi tting and experimental data for the normalized temperature 
rise for a glass fi ber coated with Ir. The blue and red dots are experimental 
data of the glass fi ber coated with fi ve Ir layers and with a single Ir layer, 
respectively. The solid lines are theoretical fi ts of the experimental 
data. The lower two insets show the glass fi ber connected between two 
electrodes and a scanning electron microscope (SEM) image of Ir coated 
on a glass fi ber; it shows that the glass fi ber surface is very smooth. 
b) Linear fi tting curve of effective thermal diffusivity change with the 
number of Ir layers on top of the glass fi ber. c) Linear fi tting curve of 
resistance change with the number of Ir layers on top of the glass fi ber. 
Solid lines are linear fi ts of the experimental data.  
and experience much faster cooling and solidifi cation due to 

their very small thickness. It is expected that glass fi bers will 

have higher structural disorder than fused silica, which results 

in a lower thermal conductivity than that of bulk fused silica. 

Also the additives/impurities in this glass fi ber induced during 

fabrication will induce extra phonon scattering and reduce its 

thermal conductivity. In conclusion, we do not feel the glass 

fi ber will share the same thermal conductivity as bulk fused 

silica, and the measured thermal diffusivity/conductivity of 
www.small-journal.com © 2013 Wiley-VCH Ve
the glass fi ber in this work is accurate considering all the fac-

tors discussed above. 

 The slope (  ψ  ) of the fi tting line is determined to be 

7.85  ×  10  − 5  m 2  s  − 1   Ω  (shown in Figure  2 a). In the fi ve TET 

experiments the electrical current is controlled in a range of 

264–614  μ A to have a visible, but not too great, voltage rise. 

The temperature rise of the transient stage is estimated to 

be around 16 K. For Lorenz number calculation, an average 

temperature during the transient state (313 K) is used. With 

this detailed information we determine the Lorenz number 

of 6.4-nm thick Ir layer as 6.15  ×  10  − 8  W  Ω  K  − 2 , according to 

 LLorenz = Awρc pψ
/

T L   . 

 In our experiment, the measured thermal diffusivity has a 

combined contribution from the glass fi ber and the Ir layers. 

The contribution is proportional to their areas. The effective 

thermal diffusivity of the whole sample can also be deter-

mined as Equation (1),

 
αeff = Ackc + Awkw

Ac(ρc p)c + Aw(ρc p)w   
(1)

   

where  k  is thermal conductivity, and  A  is the cross-sectional 

area, while subscripts c and w indicate the Ir layers and 

bare glass fi ber, respectively. By introducing   γ    =   A  c / A  w , then 

 Equation (1)  is written as Equation (2)

 
αe f f =αw+ 4 · n · δmax

πD(ρc p)w

[
kc − αw(ρc p)c

]

  
(2)

   

where   α   w  is the thermal diffusivity of glass fi ber, and is a con-

stant value. In  Equation ( 2), it is clear that   α   eff  changes with  n  

linearly and its slope is  4δmax[kc − αw(ρc p)c]
/
πD(ρc p)w   . After 

doing fi ve different TET experiments with the same condi-

tions but different Ir layer numbers, fi ve groups of (  α   eff ,  n ) 

are obtained. Figure  2 b is the linear fi tting of   α   eff  change with 

the number of Ir layers on top of the glass fi ber. Linear fi t-

ting of these data gives a slope of 5.86  ×  10  − 8  m 2  s  − 1 . Then 

the thermal conductivity of Ir layer can be calculated as 66.1 

W m  − 1  K  − 1 . This value is much smaller than the thermal con-

ductivity of bulk Ir 147 W m  − 1  K  − 1  at 313 K. The mechanism 

behind this reduction will be discussed later. 

 The total electrical resistance of Ir coating is calculated as 

Equation (3)

 
Rtotal = L

Aσ
= L

Dnδmaxσ   
(3)

   

where   σ   and  n    δ   max  are electrical conductivity and total 

thickness of the layer on top of the glass fi ber. It is evident 

in  Equation (3)  that electrical conductance 1/ R  total  changes 

with  n  linearly, and its slope is  D   δ   max   σ  / L . After fi ve TET 

experiments, there are fi ve groups data of ( R−1
total   ,  n ). Figure  2 c 

shows linear fi tting of the inverse of resistance against the 

number of Ir layers on top of the glass fi ber. The fi tted slope 

is 7.389  ×  10  − 4   Ω   − 1 , and the electrical conductivity of Ir layer 

is calculated at 3.23  ×  10 6   Ω   − 1  m  − 1 . This value is much smaller 

than the electrical conductivity of bulk Ir 18.81  ×  10 6   Ω   − 1  m  − 1  

at 313 K. The mechanism behind this reduction will be dis-

cussed later. From Figures  2 b and c, it is clear that the effec-

tive thermal diffusivity and electrical conductance increases 
rlag GmbH & Co. KGaA, Weinheim small 2013, 9, No. 15, 2585–2594
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     Figure  3 .     a) Variation of the effective thermal diffusivity of Ir-coated 
glass fi ber (407  μ m long) against the inverse of the electrical 
resistance for 0.6-nm Ir layers on top of the base layer. The solid 
line is a linear fi t of the fi ve data points. The upper left inset shows 
comparison between the theoretical fi tting and experimental data for 
the normalized temperature rise for one 0.6-nm Ir layer on top of the 
base layer case. The upper right inset shows the Ir-coated glass fi ber 
connected between two electrodes for TET measurement. b) Linear 
fi tting of the effective thermal diffusivity change with the number of 
0.6 nm Ir layers on top of the base layer. c) Linear fi tting of the inverse 
of resistance change with the number of 0.6-nm thick Ir layers on top 
of the base layer. Dots are the experimental results, and solid lines 
are the linear fi ts.  
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linearly with the number of Ir layers, verifying the assump-

tion made earlier that each deposited fi lm has the same elec-

trical and thermal conductivities and   ρ c p  .   

 2.2. Thermal and Electrical Conduction in   δ   ave   =  0.6 nm Thick 
Ir Film 

 During fi lm deposition, the process is controlled to yield a 

1-nm coating thickness for monitoring inside the sputtering 

machine, giving   δ   max   =  1 nm and   δ   ave   =  0.6 nm for the Ir fi lm. 

We have verifi ed that the   δ   ave   =  0.6 nm Ir fi lm is continuous 

as shown in Figure S1 (see Supporting Information). With 

regard to very thin fi lms, like 0.6-nm thickness, the measure-

ment used for the above fi lm needs to be revised as the elec-

tric resistance of the   δ   ave   =  0.6 nm Ir layer is very large and 

instable, not suitable for direct TET measurement. In our 

measurement, if the electric resistance is larger than 20 k Ω , 

the noise will be very large, resulting in reduced measure-

ment accuracy. So at the beginning of the experiment, 

a glass fi ber of 407- μ m length is fi rst coated with a   δ   max   =  

5 nm Ir fi lm as the base layer, and a TET measurement is 

conducted. After that, a   δ   max   =  1 nm Ir layer is added every 

time as shown in  Figure    3  a. After six TET experiments, six 

different values of   α   eff  and electric resistance are obtained. 

It is evident, from the upper left inset of Figure  3 a, that the 

normalized temperature rise versus time agrees very well 

between theoretical and experimental values. The meas-

ured effective thermal diffusivity has a modifi ed relation-

ship to the electrical conductance as   α   eff   =    α    +   L  1, Lorenz  TL /

( R 1 A  w   ρ c p  )  +   L  2, Lorenz  TL /( R  2,n  A  w   ρ c p  ), where  R  1  is the resist-

ance of base layer (5-nm Ir coating) and  R  2, n   ( n   =  1–5) is 

the resistance of  n  layers of   δ   max   =  1 nm Ir fi lms,  L  1,Lorenz  

and  L  2,Lorenz  are the Lorenz number of the base layer, and 

  δ   max   =  1 nm layer. Using the calculation for parallel resis-

tors: 1/ R  total    =   1/ R  1  + 1/ R  2, n   ( n   =  1–5,  R  total : total resistance of 

the sample), we can determine  R  2, n   easily. The slope of the 

fi tting line is determined at 8.75  ×  10  − 5  m 2  s  − 1   Ω  (shown in 

Figure  3 a). In the last fi ve TET experiments the current is in 

a range of 154–194  μ A to ensure a consistent temperature 

rise of the transient stage ( ≈ 11 K). The average temperature 

during the transient state is 309 K. With the same method 

for determining the Lorenz number of   δ   ave   =  6.4 nm Ir layer, 

we can obtain the Lorenz number of   δ   ave   =  0.6 nm Ir layer as 

7.08  ×  10  − 8  W  Ω  K  − 2 .  

 The effective thermal diffusivity of the whole sample is 

expressed as Equation (4)

 

αeff = αw+
1

(ρc p) w

4δ1,max

πD

[
k1 −αw(ρc p)c

]

+
1

(ρc p) w

4nδ2, max

π D

[
k2 − αw(ρc p)c

]

  
(4)

   

where   δ   1,max  is 5 nm and is for the fi rst layer (base layer), 

 k  1  is the thermal conductivity of the base layer, and  k  2  is 

the thermal conductivity of a single   δ   max   =  1 nm Ir layer. In 

 Equation ( 4),   α   eff  changes with  n  linearly as other parame-

ters are constant for each round of measurement. With the 

same method used for the 6.4-nm thick Ir layer, we linearly 
© 2013 Wiley-VCH Verlag Gmbsmall 2013, 9, No. 15, 2585–2594
fi t the results for   α   eff  and inverse of total electrical resistance 

against  n  as shown in Figures  3 b and c. The slopes of the fi t-

ting lines are determined to be 6.5  ×  10  − 9  m 2  s  − 1  and 7.8  ×  

10  − 5   Ω   − 1 , respectively. Then the thermal conductivity and 

electrical conductivity of 0.6 nm thick Ir layer are calculated 

as 73.1 W m  − 1  K  − 1  and 3.46  ×  10 6   Ω   − 1  m  − 1 , respectively. These 

values are much smaller than the thermal conductivity and 

electrical conductivity of bulk Ir 147 W m  − 1  K  − 1  and 19.07  ×  

10 6   Ω   − 1  m  − 1  at 309 K.   
2589www.small-journal.comH & Co. KGaA, Weinheim
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     Figure  4 .     a)   δ   ave -dependent electrical and thermal conductivity of 
Ir fi lms. b) Lorenz number variation against thickness of Ir fi lms. The 
squares are for data calculated from  L Lorenz = Aw(ρcp)ψ

/
T L   and 

circles are for data calculated from  L Lorenz = kc/σ T   . c)   δ   ave -dependent 
electron refl ection coeffi cient  R  at grain boundaries for the electrical 
conductivity and thermal conductivity. Also shown is the measured 
grain size based on X-ray diffraction (XRD).  
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 2.3. Effect of Film Thickness on Thermal and Electrical 
Conduction in Ir Films 

 We have measured Lorenz number, electrical conductivity, 

thermal conductivity, and mean grain size of Ir fi lms/layers 

with the average thickness of 0.6, 1.8, 4.9, 6.4, and 7 nm (cor-

responding to   δ   max   =  1, 2.8, 7.7, 10, and 11 nm). The results are 

shown in  Figure    4  . The uncertainty of measured thermal and 

electrical conductivities is estimated to be less than 5.9%, and 

the measurement errors in the Lorenz numbers are less than 

12%. As can be seen from Figure  4 a, both the electrical and 

thermal conductivities of the Ir fi lms are signifi cantly smaller 

than the corresponding bulk values. The average conduc-

tivity data for these fi lms are reduced by 81% (electrical) and 

51.2% (thermal) compared to bulk values at 311 K. No clear 

trend is observed for the thermal and electrical conductivity 

change with the fi lm thickness. The electrical conductivity of 

4.9-nm and 6.4-nm thick Ir are the biggest and smallest out of 

all the samples, which are 23.9% and 17.1% of the bulk value. 

But the thermal conductivity of 1.8-nm and 7-nm thick Ir are 

the highest and lowest out of all the samples, at 61.1% and 

41.6% of the bulk value. It is evident that the electrical con-

ductivity reduction is much bigger than the thermal conduc-

tivity reduction, which will lead to violation of the WF law. In 

the WF law, the Lorenz number is defi ned as  LLorenz = kc/σT   , 

and is 2.49  ×  10  − 8  W  Ω  K  − 2[  [  24  ]  for bulk Ir at room tempera-

ture. In Figure  4 b squares are for Lorenz numbers calculated 

from  LLorenz = Awρc pψ
/

T L   , and circles are for data directly 
0 www.small-journal.com © 2013 Wiley-VCH Ve
calculated from the determined thermal and electrical con-

ductivities as  LLorenz = kc/σT   . These two methods yield quite 

close results for the Lorenz number. The largest Lorenz 

number is about 7.8  ×  10  − 8  W  Ω  K  − 2  for 1.8-nm thick Ir fi lm, 

which is more than three times the bulk value. The smallest 

Lorenz number calculated from  LLorenz = Awρc pψ
/

T L    is 

5.83  ×  10  − 8  W  Ω  K  − 2  for the 7-nm Ir fi lm. From  LLorenz = kc/σT    

the smallest one is 4.8  ×  10  − 8  W  Ω  K  − 2  for the 4.9-nm Ir fi lm. 

Both of these values are much bigger than the bulk value.  

 Yoneoka et al. [  3  ]  have measured electrical and thermal 

conductivities of free-standing Pt fi lms formed by atomic 

layer deposition (ALD). The average Lorenz number is 

3.82  ×  10  − 8 , 2.79  ×  10  − 8 , and 2.99  ×  10  − 8  W  Ω  K  − 2  for 7.3-, 

9.8-, and 12.1-nm Pt fi lms, respectively. Conductivity data for the 

7.3-nm Pt fi lm are reduced by 77.8% (electrical) and 66.3% 

(thermal) compared to bulk values due to electron scat-

tering at material and grain boundaries. The measurement 

results indicate that contribution of phonon conduction is 

signifi cant in the total thermal conductivity of the ALD fi lms. 

Experimental results of Zhang and co-workers [  16  ,  17  ]  showed 

that the Lorenz numbers are around 7.0  ×  10  − 8  and 5.0  ×  

10  − 8  W  Ω  K  − 2  for 21–37-nm and 53-nm polycrystalline Au 

fi lms. Zhang and co-workers [  4  ,  5  ,  17  ]  used electron-beam (EB) 

lithography, EB physical vapor deposition (EBPVD) and iso-

tropic/anisotropic-etching techniques to fabricate suspended 

Pt nanofi lms; they found that the in-plane thermal conduc-

tivity was less than half of the corresponding bulk value 

and the nanofi lm had signifi cantly lower electrically conduc-

tive capacity than bulk platinum. The Lorenz numbers for 

the 15-, 28-, and 48-nm Pt nanofi lms are several times over 

the bulk value; this deviation from the bulk value is due to 

the effect of grain-boundary scattering. Furthermore, their 

experimental results indicate that the grain-boundary scat-

tering effect imposes greater infl uence on the charge trans-

port than on the heat transport, similar to the results of this 

work. It should be pointed out that for very thin fi lms, 5 nm 

or thinner, no research has been done, while such research is 

very critical to understand the effect of electrons scattering 

on thermal and electrical conduction. Herein, for the thinnest 

fi lm we measured (  δ   ave   =  0.6 nm thick), the Lorenz number 

is 7.08  ×  10  − 8  and 6.84  ×  10  − 8  W  Ω  K  − 2  determined from 

 LLorenz = Awρc pψ
/

T L    and  LLorenz = kc/σT   , respectively. 

 From Figure  4 a, we can see that the electrical conduc-

tivity of Ir keeps almost constant with the increase of the 

fi lm thickness from 0.6 to 7 nm. The electrical conductivity 

is mainly determined by structure and nanograins of Ir 

fi lms. The thermal conductivity shows a small reduction with 

increased thickness. To explore the mechanism behind this 

signifi cant reduction of thermal and electrical conductivities 

discussed above, the Mayadas-Shatzkes (MS) model [  19  ,  20  ]  is 

used to understand the strong electron scattering in the nano-

fi lms. Based on the MS model,   σ   f /  σ   0  can be approximated by 

Equation (5) [  25  ] 

 

σf

σ0
=

[
1 + 3(1 − p)

8k0
+ 7

5
α

]−1

  
(5)

   

within 9% error when the fi lm thickness and the grain diam-

eter are not too small compared with the electron mean free 
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path, i.e.,   α   < 10 and  k  0  > 0.1. Here   α    =   l  0  R / d (1- R ),  k  0   =    δ   ave / l  0 , 
  σ   f  and   σ   0  are fi lm and bulk electrical conductivities,  R  is the 

electron refl ection coeffi cient at grain boundaries,  p  the spec-

ular refl ection parameter of electrons at fi lm surfaces,   δ   ave  the 

average fi lm thickness,  l  0  electron mean free path, and  d  the 

average grain size. The MS model is for a fi lm structure in 

which the grains are columnar, with the column axis normal 

to the fi lm plane. This structure is generally true for fi lms 

deposited by evaporation or sputtering. Our X-ray diffraction 

(XRD) study (Figure S3 in Supporting Information) tells us 

that the grain size is usually comparable to or larger than the 

fi lm thickness, which supports the columnar grain structure 

in our case. The value of  p  is 1 because thermal and electrical 

conductivities of Ir fi lm change little with the increase of the 

average thickness from 0.6 to 7 nm, which indicates a weak 

effect of the fi lm thickness. The electrical conductivity   σ   0  can 

be calculated from  LLorenz = kc/σT    and the Lorenz number 

of bulk Ir is 2.49  ×  10  − 8  W  Ω  K  − 2  from 273 to 373 K. [  24  ]  There 

are two unknown parameters in  Equation ( 5):  l  0  and  R . The 

Fermi energy ( E  F ) of Ir is 0.761  Ry , [  26  ]  and its Fermi velocity 

can be calculated from  v  F   =  (2 E  F / m e  ) 1/2 ; the value is 1.91  ×  

10 6  m s  − 1 . When temperatures are much lower than both the 

Debye temperature and the Fermi temperature, the heat 

capacity of metals with electronic contributions is  C  =   γ  T  

where   γ   is 3.1 mJ mol  − 1  K  − 2 . [  24  ]  Then from the kinetic theory 

 k   =  C v  F l 0 /3, [  24  ]  the electron mean free path  l  0  of Ir is calcu-

lated at 2.04 nm. 

 We choose the 0.6-nm thick Ir fi lm as an example for 

analysis. The grain size was determined by using XRD to 

be 9.8 nm. For electrical conductivity,  p  is 1 and  R  is fi tted 

to be 0.94 to make the theoretical prediction close to the 

experimental data. For thermal conductivity  R  is determined 

to be 0.78, based on the theoretical model. From Figure  4 b, 

it is obvious that the Lorenz numbers calculated from the 

two methods are several times bigger than the Sommerfeld 

value of  L  0   =  2.49  ×  10  − 8  W  Ω  K  − 2 , which indicates that the 

grain-boundary scattering effect imposes greater infl uence 

on the charge transport than on the heat conduction. It is 

evident in Figure  4 c that the refl ection coeffi cient  R  for the 

electrical conductivity is much bigger than that for thermal 

conductivity, which indicates that the electron scatterings on 

the grain boundaries exert different infl uences on current 

and heat transport in the Ir fi lms. For charge transport, only 

the electrons quantum mechanically passing through all the 

boundaries along the background scattering can contribute 

to the measured electrical conductivity. However, for thermal 

transport, the scenario becomes different. Those electrons 

refl ected from grain boundaries could have energy exchange 

with the local phonon, thereby leading to thermal transport 

in space though they have no charge transport contribution. 

Therefore, the fi tted smaller value of  R  for thermal transport 

refl ects this phenomenon. For the 0.6-nm Ir fi lm case, based 

on the  R  values of 0.94 for charge transport and 0.78 for heat 

conduction, to a fi rst-order estimate, it is conclusive that elec-

trons refl ected from grain boundaries have about 17% of 

their energy exchanged with phonons at grain boundaries. It 

is found that electron refl ection at grain boundaries can be 

90% or higher. The nominal electron refl ectance for thermal 

conduction at grain boundaries does not show a clear trend 
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with the fi lm thickness, and is pretty much constant with 

respect to fi lm thickness, except for the visibly lower value 

for the 1.8-nm-thick Ir fi lm. As demonstrated here, grain-

boundary electron scattering greatly reduces the thermal 

and electrical conductivities due to the very small grain in 

these ultrathin fi lms. [  19  ]  The total thermal conductivity of 

metallic fi lm is the sum of electron thermal conductivity  k  e  

and phonon contribution  k  ph . In bulk metal, at room tem-

perature electrons have about 90% – 95% contribution to 

the total thermal conductivity, and phonons only have about 

5% – 10%, [  27  ]  so in bulk Ir the phonon’s contribution  k  ph, bulk  

is less than 14.7 W m  − 1  K  − 1 . In the ultrathin Ir fi lms studied 

here, phonons’ contribution to the total thermal conductivity 

 k  ph, fi lm  is smaller than in bulk Ir  k  ph, bulk  owing to the exten-

sive nanograins in the fi lm. Therefore, it can be concluded 

that in the Ir fi lms studied here, phonon thermal conductivity 

 k  ph  is less than 14.7 W m  − 1  K  − 1 . Herein, the average thermal 

conductivity of Ir fi lm from 0.6 – 7 nm thick is more than 

60 W m  − 1  K  − 1 . It is clear that electron thermal transport is 

still dominant in these fi lms. We have studied the grain struc-

ture using high-resolution transmission electron microscope 

(TEM) as shown in Figure S2 (See the Supporting Informa-

tion). The crystallographic orientation varies from grain to 

grain, gives rise to orientation mismatch at grain boundaries. 

Such orientation mismatch plays a big role in the electron 

scattering and refl ection described above.    

 3. Discussion on Characterization Capacity 
and Uncertainty 

 Herein, the thinnest fi lm measured is 0.6 nm. This limitation 

is imposed by the sample preparation process, not by the 

characterization technique itself. Based on the data reported 

herein, we conclude it is possible to characterize the thermal 

conduction in even thinner fi lms, like sub-0.5-nm thickness. 

For such measurement, instead of a glass fi ber, a dielectric 

fi ber (e.g., polymer) with a lower thermal conductivity and 

smaller diameter (only a few micrometers) will help improve 

the measurement accuracy. The layer-by-layer addition tech-

nology used in this work measures the thermal conduction 

in ultrathin fi lms of which the top is a free surface and the 

bottom is next to another metallic fi lm. However, it is fea-

sible to study the thermal conduction of ultrathin fi lms whose 

bottom is next to another different material, either dielectric 

or metallic. This method will provide an unprecedented way 

to explore electron scattering at different material interfaces. 

 During our TET characterization, the experiment is con-

ducted in a vacuum chamber maintained at 30 mTorr. The 

small effect from pressure on the measured thermal dif-

fusivity ( Δ   α   p ) has very little infl uence on the data analysis. 

This lack of infl uence is because in the linear fi tting used in 

the experiment, only the thermal diffusivity increase/change 

with the fi lm electrical conductance or fi lm thickness is used. 

In our experiment, the radiation effect exists for all cases. 

Increase of the fi lm thickness on the glass fi ber will change 

the radiation from one side since a thicker metallic layer 

shields more radiation from the fi ber surface. Glass has an 

emissivity of 0.92 at room temperature. For the 0.6-nm Ir fi lm 
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case, total change of the fi lm thickness from   δ   max   =  6 to 10 nm 

will change the radiation emissivity from the sample by less 

than 0.07, to a fi rst-order estimate. This change will give a 

total thermal diffusivity change of 2.0  ×  10  − 9  m 2  s  − 1 . 

 In the experiment, different currents are tried for each 

sample, and the case that gives nearly the same temperature 

rise of the sample is taken for data processing to determine the 

thermal diffusivity. The effect of the slight nonuniform and non-

constant heating with the resistance change can be expressed 

as –  ε  I  2  RL /( A  c  π  2   ρ c p  ) where   ε   is the temperature coeffi cient 

of the sample’s electrical resistance, and  I  is the electrical cur-

rent. In our experiment, the resistance increase by heating is 

controlled to be around 2% or less. Therefore, the thermal dif-

fusivity change by this nonconstant and nonuniform heating 

is less than 2  ×  10  − 13  m 2  s  − 1 , which is negligible for the experi-

ments. Separate experiments have been conducted to evaluate 

the electrical contact resistance using the four-probe method. 

For glass fi bers coated with Ir, silver paste does a good job in 

securing the contact between the wire and the electrodes with 

a contact resistance of only a few ohms. Since the glass fi ber 

has a low thermal conductivity, any potential thermal contact 

resistance between the wire and the base will become negli-

gible compared with the thermal resistance of the sample itself. 

Also in our experiment, since only the change of the thermal 

diffusivity and electrical resistance accounts in the linear data 

fi tting, the electrical and thermal contact resistances will remain 

the same for one sample with different layers of the fi lm, and 

will have negligible effect on the fi nal results. 

 During TET measurement, in the cross-sectional direc-

tion of the sample, the characteristic thermal diffusion time is 

 Δ  t  1  ≈  r  2 /  α   ( r  is the wire radius) and in the length direction the 

characteristic thermal diffusion time is  Δ  t  2  ≈ 0.2026 L  2 /  α  . In the 

case of single-layer 6.4-nm Ir on the glass fi ber (401  μ m long 

as shown in Figure  2 ),  Δ  t  1  is estimated to be about 30  μ s and 

 Δ  t  2  is about 0.06 s. It is obvious  Δ  t  1  <  <  Δ  t  2 . So during the relative 

long-time temperature evolution of the wire in TET measure-

ment, the heat conduction in the cross-section quickly reaches 

its equilibrium and the temperature distribution across the 

glass fi ber’s cross-section is very uniform. The estimated 

average temperature rise of the sample during the transient 

TET stage is around 10–16 K. In the past, we have calibrated 

the temperature coeffi cient of electrical resistance for sput-

tering coated gold on TiO 2  wire over a very large temperature 

range ( > 60 K). [  28  ]  The electrical resistance changes with tem-

perature linearly, and the nonlinear effect is estimated to be 

negligible, and will affect our results to a very limited extent. 

 All experimental devices and equipment, such as the con-

stant current source, oscilloscope and digital multimeter are 

calibrated before the measurement. Therefore the uncertain-

ties from current and resistance readings are negligible. As 

for the coating thickness, it has  ± 0.1 nm uncertainty from the 

coating machine. The TET experiment has an uncertainty of 

fi tting and repeatability better than 2.5%.   

 4. Conclusion 

 In summary, the thermal and electrical conductivities ( k  and 

  σ  ) of Ir fi lms with average thickness from 7 nm down to 
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0.6 nm were characterized by the TET method. The results 

showed that  k  and   σ   of Ir fi lms can be reduced by more than 

59% and 82% compared to bulk Ir. A much stronger reduc-

tion in   σ   signifi cantly increased the Lorenz number to around 

6 – 8  ×  10  − 8  W  Ω  K  − 2  or larger, close to a twofold increase of 

the bulk value.  k ,   σ  , and  L  Lorenz  values of the Ir fi lms showed 

little variation with thickness from 0.6 to 7 nm, which refl ects 

a weak effect from surface electron scattering (fi lm thickness) 

and more from grain-boundary scattering/refl ection. For elec-

trical conduction, electron refl ection at grain boundaries is 

90% or higher.   

 5. Experimental Section 

 The TET technique has been proved to be an effective, accurate, 
and fast approach to measuring the thermal diffusivity of one-
dimensional solid materials. The measurement accuracy of this 
technique has been fully examined by characterizing reference 
materials, both metallic and dielectric. The TET measurement gives 
results agreeing with reference values with less than 5% difference. 
The TET technique has been used extensively in our lab to measure 
the thermal diffusivity/conductivity of nonconductive materials by 
coating the sample with a very thin metallic fi lm (e.g., gold). Guo 
et al. have used this technique to measure the thermal diffusivity of 
microscale polyester fi bers [  21  ]  and micro/nanoscale polyacryloni-
trile fi bers. [  29  ]  Furthermore, Feng et al. employed the TET technique 
to measure the thermal diffusivity of thin fi lms composed of ana-
tase TiO 2  nanofi bers, [  28  ]  single anatase TiO 2  nanowires [  30  ]  and free-
standing micrometer-thick poly(3-hexylthiophene) fi lms. [  31  ]  Sound 
agreements have been obtained between the measured thermal 
diffusivities and reference values. Huang et al. [  32  ]  extended the TET 
technique and measured thermophysical properties of multiwalled 
carbon nanotube bundles at elevated temperatures up to 830 K. 

 A schematic of the TET technology is presented in Figure  1 b to 
demonstrate how this technique can be used to characterize the 
thermal transport in one-dimensional micro/nanostructures. At 
the beginning of the experiment, the to-be-measured wire is sus-
pended between two aluminum electrodes. In the experiment, to 
enhance the electrical and thermal contact of the sample to elec-
trode, silver paste is applied at the contact point. The sample is 
placed in a vacuum chamber to suppress the effect of gas conduc-
tion during measurement. During thermal characterization, a step 
DC current is fed through the wire to generate electric heat. In the 
experiment, the electrical current should be chosen carefully to 
make sure the temperature rise of all the TET experiments is almost 
identical for the sample glass fi ber. The temperature evolution of 
the wire is determined by two competing processes: one is joule 
heating by the electrical current, and the other one is the heat con-
duction along the wire to electrodes. The temperature change of 
the wire will induce an electrical resistance change, which leads 
to an overall voltage change of the wire. Therefore the voltage 
change of the wire can be used to monitor its temperature evolu-
tion. A typical  V – t  profi le recorded by the oscilloscope is shown 
in Figure  1 c. As explained in this fi gure, under the feeding of a 
square current, the induced voltage profi le (red solid line) under-
goes a rapid increase phase and then reaches the steady state, 
which means that heat transfer equilibrium is established. The 
transient phase refl ects the resistance change of the wire, which 
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in turn gives an idea of how quickly/slowly the temperature of the 
wire evolves. This temperature change is strongly determined by 
the thermophysical properties of the wire. A higher thermal diffu-
sivity of the wire will lead to a faster temperature evolution, which 
means a shorter time to reach the steady state. Therefore, the 
transient voltage/temperature change can be used to determine 
the thermal diffusivity. When determining thermal diffusivity of the 
sample, no real temperature rise is needed. In fact, only the nor-
malized temperature rise based on the voltage increase is needed. 
More details can be found in Feng’s work. [  31  ]  

 During TET thermal characterization, the sample’s voltage evo-
lution ( V  sample ) recorded by the oscilloscope is directly related to 
the average temperature change of the sample as Equation (6)

 

Vsample = I R 0 + I η
8q0L 2

kπ 4
×

∞∑

m =1

1 − exp
[−(2m − 1)2π 2αt/ L 2

]

(2m − 1)4
 

 
(6)

   

where  V  sample  is the recorded overall voltage of the sample,  I  is the 
constant current fed through the sample,  R  0  the resistance of the 
sample before heating,   η   the temperature coeffi cient of resistance 
of the sample,  q  0  the electrical heating power per unit volume, 
and  k  the thermal conductivity of the sample. It is explicit that 
the measured voltage change is inherently related to the temper-
ature change of the glass fi ber. The normalized temperature rise 
 T   ∗   exp   based on the experimental data can be calculated as  T  ∗  exp    =  
( V  sample   −   V  0 )/( V  1   −   V  0 ), where  V  0  and  V  1  are the initial and fi nal 
voltages across the sample (as illustrated in Figure  1 c). 

 The theoretical normalized temperature rise ( T   ∗  ) is solved for 
a one-dimensional heat transfer problem and is expressed as in 
Equation (7)

 

T ∗=
96
π 4

∞∑

m= 1

1 − exp
[−(2m − 1)2π 2αt/ L 2

]

(2m − 1)4
  

(7)
   

where   α   and  L  are thermal diffusivity and length of the sample, 
respectively. In our work, after  T   ∗   exp   is obtained, different trial 
values of   α   are used to calculate the theoretical temperature rise 
based on  Equation (7)  and fi t the experimental results ( T   ∗   exp  ). The 
value that gives the best fi t of  T   ∗   exp   is taken as the thermal diffu-
sivity of the sample. 

 Scanning electron microscopy (SEM) was employed to measure 
the diameter of glass fi bers and one of the sample images is pre-
sented in the lower right inset of Figure  2 a. The diameter of glass 
fi bers is measured at 9.17  ±  0.54  μ m. The masses of three groups 
of glass fi bers were measured using a microbalance. Detailed 
information about the three groups of the glass fi bers such as 
number of fi bers, diameter, length and mass is listed in  Table   1 . 
© 2013 Wiley-VCH Verlag Gmb

   Table  1.     Details of density evaluation for glass fi ber 

Sample 
index

Number of fi bers in the 
bundle

Length 
[mm]

Mass 
[mg]

Density 
[kg m  − 3 ]

Average 
Density 
[kg m  − 3 ]

1 23 348.996 1.1 2077 2070  ±  121

2 39 301.625 1.6 2061

3 39 600.075 3.2 2072
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As number, diameter, length, and mass are known, the density can 
be calculated. The average density is 2070  ±  121 kg m  − 3 , and the 
specifi c heat value used in the calculation is 745 J kg  − 1  K  − 1 . [  22  ]   

 For our study of Ir nanofi lms, the glass fi ber is coated with 
Ir by using a sputtering machine Quorum Q150T S from Quorum 
Technologies Company. Figure S2 shows the high-resolution TEM 
images of iridium fi lms coated on copper grids with carbon fi lm. 
It is observed that the iridium fi lms have good crystallinity and 
they are nanocrystalline material. The thicknesses   δ   max  (shown in 
Figure  1 d; 1, 2.8, 7.7, 10, and 11 nm) of the Ir fi lm were monitored 
during deposition using a quartz crystal microbalance. To assure 
accuracy, the thickness was also verifi ed by using a silicon wafer 
coated with the same thickness Ir. The coated silicon wafer was 
scanned using an atomic force microscope (AFM) and the thick-
ness reading from the Quorum Q150T S was found to be accurate. 

 As shown in Figure  1 d, the vapor deposition only coats the top 
side of the glass fi ber and the thickest portion (  δ   max ) is on the center 
top of the glass fi ber because during the coating process the glass 
fi ber is stationary, not rotated as in normal sample coating. The 
glass fi ber itself is very small in comparison with the whole depo-
sition plume in the sputtering chamber. Therefore it is physically 
reasonable to assume the metal-atom vapor deposits on the glass 
fi ber as shown in Figure  1 d, just like snow precipitation on a hori-
zontal cylinder. The thickness (  δ   θ   ) of the metallic layer varies with 
the location on the fi ber surface as:   δ   θ     =    δ   max cos  θ   (illustrated in 
Figure  1 d), where   θ   is the angle from the vertical direction. The 
cross-sectional area of the metallic coating can be expressed as 
 Ac= 2

∫ π
2

0 cosθ · δmax · r · dθ = D · δmax    and its average thick-
ness is   δ   ave   =  2  δ   max / π . In this work, we use   δ   ave  as the characteristic 
value to describe the thickness of the coating under study. For the 
scenario where the fi rst layer has the same thickness as the layers 
added later (  δ   1   =    δ   2 ), if deposition has been done  n  times, the total 
average thickness of the fi lm would be  Δ  z   =   n    δ   ave   =  2 n    δ   max   /  π , 
where   δ   ave  is the average thickness of each layer. The cross-sec-
tional area of the coating ( A  c ) is  D   n   δ  max  , where  D  is the diameter 
of glass fi ber. If the fi rst layer thickness   δ   1  is different from   δ   2  (for 
extremely thin fi lms), after we add  n  layers of fi lms of   δ   2  thickness, 
we would have  Δ  z   =    δ   1,ave  +  n    δ   2,ave , and  A  c   =   D ×  (  δ   1,max  +  n    δ   2,max ).The 
terms   δ   1,ave ,   δ   1,max ,   δ   2,ave , and   δ   2,max  are the average and maximum 
thicknesses of the fi rst layer and the layers added later.   
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